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Preface

This volume includes the papers accepted for the First International Conference on
Electronic Commerce and Web Technologies, which was held in Greenwich, UK, on
September 4-6, 2000. The conference is the first of a series of planned conferences on
these topics with the goal to bring together researchers from academia, practitioners
and commercial developers from industry, and users to assess current methodologies
and explore new ideas in e-commerce and web technology.

The conference attracted 120 papers from all over the world and each paper was
reviewed by at least three program committee members for its merit. The program
committee finally selected 42 papers for presentation and inclusion in these
conference proceedings.

The conference program consisted of 14 technical sessions and two invited talks
spread over three days. The regular sessions covered topics such as web application
design, intellectual property rights, security and fairness, distributed organizations,
web usage analysis, modelling of web applications, electronic commerce success
factors, electronic markets, XML, web mining, electronic negotiation, integrity and
performance, facilitating electronic commerce, and mobile electronic commerce.

There were two invited addresses at the conference. The first was by Anthony
Finkelstein, University College London, UK on "A Foolish Consistency: Technical
Challenges in Consistency Management". This was a common address to the DEXA,
the DaWaK and the EC-Web attendees. The second talk was by Paul Timmers,
European Commission, Information Technologies Directorate on "The Role of
Technology for the e-Economy".

We would like to express thanks to the people who helped put together the
technical program: the program committee members and external reviewers for their
timely and rigorous reviews of the papers, the DEXA organizing committee for their
help in administrative work and support, and special thanks to Gabriela Wagner for
doing most of the organizational work and for always responding promptly.

Finally, we would like to thank all the authors who submitted papers, authors who
presented papers, the invited speakers, and the attendees who made this conference
intellectually stimulating.

Günther Pernul (University of Essen)
Sanjay Kumar Madria (Purdue University)
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    The WebConsultant - A Flexible Framework for
Dynamic Web Applications

Andreas Turk1, Frank Farnschläder2,
Horst Silberhorn2, Herbert Stoyan2, Stefan Kreutter2

1 
SCHEMA GmbH, Andernacher Str. 18, D-90411 Nuremberg, Germany

turk@schema.de

2 FORWISS (Bavarian Research Center for Knowledge-based Systems)
Am Weichselgarten 7, D-91058 Erlangen, Germany

{ff, silberh}@forwiss.de,
hstoyan@informatik.uni-erlangen.de,

snkreutt@cip.informatik.uni-erlangen.de

Abstract. Web-based consultancy and e-commerce are important services in the
rapidly growing internet market. The engineering of Web-based consultancy
applications is like the engineering of Web applications in general not yet supported
by a methodical approach and adequate process models. This article presents a
process model for Web software engineering and an appropriate execution model for
Web consultancy. The models have been used in the specification and prototypic
implementation of the WebConsultant, a tool that collects customer data in a client-
server architecture in order to decide on the subsequent course of the interview. The
XML-application ISDL is used to define the structure and flow of interviews. The
content of an ISDL-document determines the course of an interview dependent on the
customer’s input. As a result, consultancy Web pages that display relevant extracts of
a database are produced.

1. Introduction

Web applications differ in several aspects from non-web software. Most Web
applications produce changing and incrementally growing hypertext sites - a
behaviour, which demands for openness and flexibility. Further typical features are:
their client-server architecture, their ability to run in heterogeneous system
environments (browsers, databases, operating systems etc.), and their multi-user and
anytime capability. They have to consider compatibility requirements raised by
current Web communication standards (HTML, HTTP) and integrate smoothly with
standard software (HTTP-servers, databases). Web applications offer a different view
as well: the content of generated Web sites and their structure typically evolve
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rapidly. In order to keep the sites constantly accessible for the client, the Web site
maintainer must be able to change both content and structure easily and quickly at
server runtime.  There are important factors besides the evolutionary aspect and the
fluidity of requirements. According to Lowe [5], cognitive elements deserve
particular emphasis. Examples of such cognitive elements are the structure of the
information and the sophistication (e.g., user modeling).
The process of Web engineering comprises the engineering of Web pages and the
engineering of Web software. Web page engineering is commonly regarded as part of
the document engineering task [6]. Web software engineering for client- and server-
side software shall be investigated in this article more closely in the following. Its
major aspects are
� dynamics (generation of pages on request, applets),
� components (integration of different modules, e.g. database, Web server), and
� actuality (the need to ensure relevance of content and structure).

For the purpose of this article, we restrict our attention to interview-based consultancy
through the Web. With the WebConsultant, a solution for this given class of
engineering problems will be presented comprising reusable modules. The
WebConsultant provides a framework of software modules for dynamic Web
applications. It implements a so called Web execution model, i.e. a generic model of a
specific kind of Web application that determines the way data is computed.
After a short discussion on the major problems of engineering Web software (section
2), we introduce the fundamental process model. This is complemented by the
WebConsultant execution model, which includes an abstract machine and a
description language for interviews (section 3). We show how to create the
WebConsultant from these tools. Next, we compare our approach to others and show
benefits and drawbacks of the WebConsultant (section 4). Finally we sum up our
results and propose future tasks.

2. Problems addressed

This section describes the general problems in automated consulting and presents the
WebConsultant as a software solution for the limited problem space of consultancy in
the Web. An example illustrates the application of the WebConsultant to the domain
of insurance consulting.

2.1 Consulting in the WWW

The number of information services and commerce services on the WWW is rapidly
increasing. The WWW is well-suited to automating the interaction process between a
vendor or consultant on the one side and a customer on the other side.
In order to provide the desired piece of information or product to the client, it is
necessary for the interviewing tool to adapt to the client’s needs and the client’s
current state of knowledge. Therefore the aim of the communication process must be



    The WebConsultant - A Flexible Framework for Dynamic Web Applications 15

to elicit all relevant data from the client. The quality of this elicitation process and its
results depend on how well the client is modeled and how well the model is
subsequently mapped into the solution space. The modeling in its turn depends firstly
on how well the client understands the questions posed by the consultant. If the client
faces problems with the wording or lacks background information the input’s quality
may suffer. The consultant can alleviate this danger by providing additional
information on demand (e.g., a glossary). Secondly, it is important how well the
consultant’s questions cover the problem space. Another factor comes into play if the
client’s answers need not be of a stereotypical nature but may exhibit a higher degree
of expressional freedom, as is the case in freely phrasable text that must be parsed,
interpreted and disambiguated. As far as the mapping of the client model into the
solution space is concerned, the detail and correctness of the mapping and the data is
the decisive factor.

2.2 A specialized tool for automated Web consultancy

The WebConsultant covers consulting applications where stereotypical answers to the
consultant’s questions suffice. It is possible to provide the client with additional
information by specifying a glossary. The correctness and the mapping is of course
utterly in the hand of the consultant application designer, but the WebConsultant
provides means to specify solutions of every detail and scale. Since a tool like the
WebConsultant lacks human intelligence and common sense, the client must have a
rather clear idea of his problem space and the input parameters the consulting result
shall be based on.  The WebConsultant guides the client through hypertext interview
pages that elicit user data by forms where the user input determines the subsequent
course of the interview. If specified in ISDL (see below), the WebConsultant sends
intermediate consulting pages that refer to the given answers and display database
content. Arbitrary terms (e.g. technical language) may be endowed by the ISDL
programmer with hyperlinks to the according explanation in a glossary browser
frame. Other links can be inserted that refer to hypermedia-annotations like pictures
or audio data. The interview is completed by a final consulting page presenting the
final results relevant to the user (client). The structure of the interview is specified
using a self-developed XML application named ‚Interview Structure Description
Language‘ (ISDL). ISDL is therefore used to specify questions, the appropriate type
of answer forms, pagination and sequence information als well as consulting and
glossary data. While the ISDL document and the database provide content, HTML
templates with special expandable tags specify the layout of the pages. Thus we
accomplish the commonly desired separation of graphical layout and content.

2.3 An example application: The Internet Insurance Consultant1.

Questionable insurance brokers often trick customers into life insurance contracts that
unnecessary or of inappropriate size. Since the profit of the insurance seller is

                                                          
1  http://faui8l.informatik.uni-erlangen.de/IMMD8/WebConsultant
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deduced from the amount of insurance, sellers try to create as many high contracts as
possible. In contrast to an insurance seller the insurance consultant tries to understand
the life situation of the client and looks for possibilities to cover the most important
risks. He does not work for a specific insurance company and tries to find an optimal
contract for his client. He does not press the client to sign a specific contract but
presents a set of alternatives from which the client may choose.
The Internet Insurance Consultant is a net application that works along these
guidelines. The user is asked about people who depend on their financial power to
find out if there is any reason to make a life insurance. If there are children or a
partner with a reasonable income, a life insurance is suggested. With input from the
user, the sum of the life insurance is proposed. By accessing a database with contract
performances and contract characteristics appropriate life insurances are selected and
proposed. The user may then call a seller and bargain for optimal conditions.
The question structure of the interview is simple at present. The year of birth of the
user is necessary to determine the contract conditions . It serves as a criterion for the
probability of a marriage and children. If a marriage is possible, an appropriate
question is posed. Independent of this, children can exist. The age of the persons is a
trigger to ask about their income. After the consultant has collected the set of persons
that are financially dependent, the insurance sum has to be determined. This can be
done by asking for the intended life style and the rates the client is willing to pay each
month. Now all data are collected to access the data base and present the user a list of
life insurance contract versions. In each case a risk insurance is proposed if the user
has not already got one.

3. The WebConsultant

In order to give a flexible solution for the discussed problem of Web consultancy, we
are going to describe a process model of Web software engineering, an appropriate
execution model including a dedicated specification language, and a framework of
reusable software components that implement the execution model.

3.1 The process model

The applied process model is based upon the standard process model of software
engineering and thus comprises the well known cycle of analysis, design,
implementation and test (see [10] for instance). As opposed to the static aspects of
Web engineering, which cover the production of Web pages into persistent files [6],
the Web software engineering deals with the dynamic generation of Web pages by
server side software. Each request from a client may actuate a uniquely created Web
page being sent through the HTTP-stream. As described above, specific maintenance
requirements are pressing, hence the process model is centred around a prototype
which incrementally evolves during overall lifetime. Prototyping shows even more
benefit, when the specific application type of Web consultancy is considered. The
framework to be presented (section 3.4) releases programmers from re-inventing
standards over and over, but focuses their work on maintenance aspects, once the
initial system configuration has been established. Regarding the process steps again,
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the analysis is already finished, since the application domain is fixated. Next, the
specification includes setting up the interview structure and the corresponding
database schemas. No implementation in form of usual coding is necessary, but the
contents of the database and the interview will be determined and tied together by
execution rules. Testing has to reveal deficits of contents and relations in the first
place, because the combined software components should have been well tested
during their creation.

3.2 Execution model and system architecture

The given task has been to implement a framework of easily incorporable software
components required to automate effective Web consulting. Fig.1 shows the proposed
system architecture. Its modules fill in the mentioned framework and thus implement
the abstract machine of Web consulting. A particular consulting session is carried out
according to the following scheme:

1. System start, initialisation
- Load the interview structure and rule base (ISDL-Parser).
- Open the database interface (ODBC).
- Start the HTTP-Server.

2. Preliminaries
- The client requests the start page.
- The server sends initial information about the consulting procedure and technical

advice (session interrupt, Undo/Redo by back/forward).
- The client triggers the interview by clicking on a hyperlink.

3. Interview
- The server decodes the submitted form content, encoded within the URL (HTML-

Generator).
- The inference engine is fed with the results representing decisions of the client and

a follow-up-question is chosen.
- When the interview is finished, a consultancy page is generated.
- The server loads the HTML templates (schemata) for interview pages (HTML-

Generator).
- The schemata are instantiated by filling in the content, which consists of the

session history (wrapped into hidden forms) and the actual question group (a set of
questions to be answered by the client in the next step).

- The generated Web page is transmitted to the client.
- The client receives the page and may request the multimedia annotations by

clicking on the responding hyperlinks.
- The client user answers the questions by filling in the forms.
- The client submits the data by clicking on the submit button.

4. Consulting
- A server module determines the configuration.
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- A corresponding subset of the database is selected.
- The HTML-template for consulting pages is loaded (HTML-Generator).
- The schemata are instantiated (HTML-Generator).
- Eventually an intermediate consulting will be emitted, that refers to the follow-up

interview page.
- The server feeds the final consulting page into the HTTP stream to the client.

To build an execution model [11], a specification language has to be supplied. We
will define the interview structure description language (ISDL) in the next section.

3.3 Language definition (ISDL)

We decided to use an XML2-application [3] for several reasons. XML provides a
human-readable, compact, non-proprietary and platform-independent format with
growing tool support. By using XML we adapt to a recent and promising
development that may lead to a standardization of specification languages. The
                                                          
2 Specification: http://www.w3.org/TR/1998/REC-xml-19980210
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structure of an XML-document is easy to define by specifying a Document Type
Definition (DTD) and can be validated automatically by standard XML parsers. ISDL
provides means to specify interview structures and rules that control the interview
flow depending on preceeding questions and answers. ISDL also allows to describe
result configurations as well as glossary and multimedia annotations. By virtue of the
element-wise definition in XML, questions, rules, glossary and annotations can be
conceived and edited independently, thus they become reusable and easily
exchangeable.
An ISDL-document can be separated into five types of subdocuments:
Questions (tagged <qg>):
This element groups questions in question units (<qunit>) and corresponding answer
possibilities (<aunit>). A question group has a status attribute telling whether the
questions are to be used at the start of the interview or somewhere within. Notes
(<note>) and multimedia annotations (<annotation>) are also expressible.
Annotations can appear inlined or referred to by a hypermedia link. Possible answer
form types are single choice from a range of given answers, an integer from a range
by given upper and lower bounds, a free text (which may be cited at a later point of
time but which cannot be used for computing the interview flow), and a generable
range of answers with a pre- and a posttext and a quantity attribute specifying the
number of the generated possible answers. Answers are attributed with a unique id
which is used to reference them from question rules.
Question rules (tagged <qrule>):
Question rules determine depending on given client answers which question group
will succeed the current one and whether there is an intermediate or final consulting
page. Every question rule consists of references to answers and an action. An action
can be the selection of a new question unit or the generation of a consulting page.
Configuration rules (tagged <crule>):
Result pages are configured by these rules, each of them consisting of references to
answers and a configuration action. The action determines an attribute value (<cset>)
or the way the results are sorted (<csort>).
Configuration explanations (tagged <cexplain>):
They specify how some text and given free text answers can be combined for use in
result pages.
Glossary content  (tagged <glossary>):
The glossary is a set of glossary entries <gentry> which are referred to by an id
specified in answer elements.
At the moment, the XML Schema Working Group (WG) develops the XML Schema
definition language and has published several Working Drafts3 (WD). XML schema is
a model for describing the structure of information, similar to DTDs. But XML
Schemas are much more expressive than DTDs and will overcome several limitations.
The use of XML Schemas will allow to exchange XML data much more robustly. The
specification of ISDL by the use of XML Schema may result in additional
expressiveness. But XML Schemas are still far from stable and the specification of
XML Schema may be significantly changed in future drafts. Therefore the XML
Schema Working Group advises developers not to use the XML Schema specification
for application development, so far.
                                                          
3 World Wide Web Consortium (W3C), W3C Working Draft (April 7th 2000):

http://www.w3.org/TR/xmlschema-0/.
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3.4 Implementation details

The following section explains the architecture of the WebConsultant in more detail
and describes some of the components and how they interact (see fig.1 for a graphical
illustration of the architecture).
The WebConsultant uses HTTP, the protocol of the WWW, and comprises its own
server. The client may be any standard HTTP-client (Web browser). Using only
standard HTML achieves the broadest browser and platform compatibility and makes
the service available to thin clients. The WebConsultant is implemented in Common
Lisp which is suitable for rapid prototyping and allows dynamic compiling of altered
code at runtime. As the course of an interview depends on client answers, the
contextual state of all ongoing interview sessions must be kept persistent until the
consulting process is finished. In a client-server architecture, there are two ways to
keep such data, namely by the client and/or by the server. Keeping the session-
information on the server would demand a timeout mechanism that disposes of data
no longer needed in order to free system resources. Client requests could be identified
by fixed-length session-ids transferred to and from the client by employing hidden
forms. As a disadvantage, server-sided saving of data can be costly and a timeout
could prevent the client from taking up the interview after a pause. We have decided
to use the client for persistently holding the session-information. The client transfers
the information to the server after a change of state (answering a question) to have it
processed and immediately receives the new session state encoded in a Web page.
Thus the server is freed from any longtime responsibility for sessions while the client
keeps the complete interview history. The client can save the Web page on disk and
continue the interview after reloading it at any time. Additionally, the backward-
forward-functionality of the browser can be used as a limited undo/redo-mechanism
during the session. The costs here lie in the bandwith needed for transferring the data
back and forth. In order not to limit the use of the WebConsultant to a specific
database, ODBC (Open DataBase Connectivity) [9] was chosen to provide a generic
database interface.
The Web server integrated server is the Common Lisp server CL-HTTP4. It is
delivered with the complete source code. An advantage of this package is that
computed URLs supersede conventional cgi-scripts and allow to implement the whole
server functionality in a homogenous development environment.
The applied validating XML parser was built from the ISDL-DTD by use of an XML
parser generator by Schema GmbH. It provides output represented an internal format
used as input to the other modules.
The result of a consulting process is assembled from arbitrary elementary data in the
database, connected to the other components by the use of ODBC [9]. The underlying
database is at present a Microsoft5 Access® application, but any ODBC-connectable
relational database [2] will do. The access is realized by dynamic construction of SQL
(Structure Query Language [1]) queries, triggered by specific SQL rules in the ISDL-
document. As an example the following crule-element means that the answer to
question a1 has been a1.1 and the answer to question a2 has been in range [23..28]:

                                                          
4 http://www.ai.mit.edu/projects/iiip/doc/cl-http/home-page.html
5 http://www.microsoft.com
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When triggered, the produced SQL
query would look like
SELECT * FROM table1
WHERE age=’25-30’ AND
children=’2’

and yield the first row of the example
table in table 1. Particular rules can
combine to single SQL-statements.
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crule table="risk (age23-25)">
   <answerref idref="a1.1">
   <rangeref  idref="a2">
      <lower>23</lower>
      <upper>25</upper>
   </rangeref>
   <caction>

        <cset>
             <attname>age</attname>
             <attterm>=’25-30’</attterm>
            <attname>children</attname>
            <attterm>=’2’</attterm>
        </cset>
   </caction>
/crule>

All attributes of a table are selected
by default. A further selection takes
place during the generation of
consulting pages by use of layout
templates. The contents, attributes
and table names in the database are
not restricted in any way.
Due to a lack of tools, the
correspondence of rules specified in
ISDL and the database scheme must

assured by hand which makes the process laborious and error-prone. Here a
cific integrated development environment (IDE) like the one of the
mentsAdvisor (see section 4) would be a useful extension of the WebConsultant.

ompany age children premium rate amount

eckbreak Inc. 25-30 2 $400 $200000

eelsave Ltd. 25-30 3 $440 $230000

table 1: table ’risk (age23-25)’

.5 The HTML-generator

 generation of Web pages by the HTML-generator is triggered by requests of the
nt and controlled by templates (HTML-schemata). The files put on the HTTP-
am to the client are partly static files located in the file system and partly
erated on-the-fly at runtime. All generated pages are based on one of the five
ematas (a frame document and templates for interview-, consulting-, glossary- and
otation-pages). The templates contain special tags that are expanded by the
ML-generator to genuine HTML. A template with expanded special tags is a fully
anded Web page to be sent to the client. Questions and tables derived from
abase content are marked up with HTML by the generator and then inserted into
 Web page at the place of the appropriate special tag. The generator also decodes
 BASE64-encoded6 URL and extracts the information gathered. When a new Web
e for the client is produced, the complete history is then packed into hidden forms
                                                     
he allowed characters in an URL are limited to a certain range, therefore Web browsers
ncode all data transferred with the URL using the BASE64-encoding. See also
ttp://www.w3.org/Addressing/URL/



22 A. Turk et al.

within the page to be transferred back again with the next URL coming from the
client to the server.

4. Systems and tools with similar objectives

In this section we will look at a couple of outstanding systems and tools that may rival
the WebConsultant in one or more aspects. The evolution of Web application
development started at producing simple static Web sites edited by hand. They
emerged through the generation of static Web sites to dynamically (on-the-fly)
generated ones. Now they focus increasingly on integrating interactive elements
(Java-Script, Java). Two examples for tools that generate static Web Sites are the The
Hyperwave7 Information Server and SchemaText8. Hyperwave is a complete
development and runtime environment for Web site generation that comes with an
integrated server. Web pages can be generated from a database while layout and
content are separated. It supports colloborative authoring and cares for the referential
integrity of the generated sites (no broken links). Reusable components and templates
help the authors to work efficiently. SchemaText represents a mature authoring tool
using an object-oriented approach. Class schemata allow authoring-in-the-large and
separation of content, structure and layout. This simplifies the generation of different
documentation formats apart from HTML (Framemaker, Word, WinHelp etc.) from
one source. Both tools are sophisticated applications for the generation of static sites.
The generation of static pages is especially suited for tasks like technical
documentation, newspaper archiving and digital libraries. Applications such as e-
commerce, consulting services and customized content delivery demand interactive
Web applications. Examples of tools that support engineering such applications are
iHTML9, ColdFusion10, ElementsAdvisor11 and ModelCraft12. iHTML and
ColdFusion provide powerful scripting languages to produce HTML. Both tools allow
database access and can interface with other applications. While the development of
interactive Web applications with these tools cannot be done without programming,
the WebConsultant only needs a specification of the interview structure in ISDL.
ElementsAdvisor and ModelCraft are development environments for object-oriented
modeling and rule-base development. Both also provide a sophisticated inference
engine. By integrating with a Web server and a database, one can build powerful
interactive Web applications. The power is tied to complex programming languages
which are even harder to conceive and understand than the aforementioned scripting
languages. Therefore educated programmers are needed to build and maintain
interactive sites. This implies that changing structure and content of a Web
application is expensive for the majority of the clients. Adapting general tools for the
use in a specific domain like Web consulting inevitably leads to costly and time-
consuming programming activities and less maintainability. As a conclusion we see
                                                          
7 http://www.hyperwave.de/
8 http://www.schema.de
9 http://www.ihtml.com
10 http://www.coldfusion.com
11 http://www.elements.com
12 http://www.cunav.com
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that for our targeted domain the WebConsultant is an reasonably appropriate solution
for an avarage client in terms of expressiveness as well as development and
maintenance costs.

5. Summary and future work and conclusion

We have presented a process model for Web application engineering that expands the
model of software engineering and separates the dynamic from the static aspects of
Web applications. As an example application of the latter model, the WebConsultant
is presented in detail. It represents a generic solution for realizing specific Web
consulting applications where the domain knowledge can be specified in a declarative
way. A special markup language (ISDL) makes the description of an interview flow
as easy as possible. Nevertheless, the correct use of references by ids within an ISDL-
document can be a complex and confusing task as the interview size grows. Therefore
as a topic for future work, it would be helpful to the engineer to have an integrated
development environment that takes over laborious jobs like checking id-consistency.
Another desirable feature would be the possibility to use an arbitrary different (e.g.
already implemented) HTTP-server instead of CL-HTTP which demands an extended
architecture implementing a standard interface.
Our objectives have been to sketch a development method for Web software
engineering and to reduce the effort of developing applications to three tasks: a formal
system specification, a declarative implementation of logical dependencies and the
domain-specific authoring. The feasibility of this method has been shown by the
implementation of the WebConsultant, a framework for engineering Web-based
consulting services. We have also seen that a declarative way of implementing
specific Web applications is – if not impossible - hard to achieve and costly if general
Web application engineering tools are to be employed.
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Abstract. The rapid growth of the commercial use of the Internet goes

along with a rising need for security for both customer and merchant. As

many parties and di�erent systems are involved, security becomes a com-

plicated issue. Therefore, the need for de�nition, structuring, and quan-

ti�cation of security arises. This paper proposes a structured approach

to analyze security measures and to quantify the overall security of an

electronic business application. The quanti�er is calculated through a se-

curity matrix which breaks down the assessment of security into smaller

parts. These parts correspond to the locations, security objectives, and

implemented security mechanisms of the application. The security quan-

ti�er can be used to analyze, design the application, and to compare it

with other applications.

Keywords: security, security quanti�er, electronic business application

1 Introduction

A central issue in the commercial use of the Internet is security. Surveys state
that the economic success of electronic business applications is inhibited because
the Internet lacks appropriate security measures [20]. One way to increase the
trust of consumers in electronic business applications is to establish a standard-
ized quanti�cation of security. It is important to �nd a security quanti�er {
not only to compare systems with one another but also to analyze and design
electronic business applications.

Most work related to the quanti�cation of security focuses on special areas
of security. Brocklehurst et al. [3] consider the measurement of operational se-
curity comparing the security with the reliability of a system. Following this
approach it is possible to use existing methods of checking software reliability.
Bhargava and Bhargava [2] attempt to quantify the quality of service in elec-
tronic commerce software. Security is used as one of several measurements (like
convenience, throughput, and reliability) for the quality of service of electronic
commerce software. J�sang [15] deals with a metric of trust needed in public key
infrastructures. In this area some research has been done [18, 25]. In contrast,
Ting [24] does not de�ne a speci�c metric but emphasizes the need for a security

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 25−37, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000



quanti�cation in information systems regarding the relative and not the absolute
value of the data in the system.

Another related topic is the evaluation of systems according to national or
international evaluation criteria - like the Common Criteria [6] - where the com-
pliance of systems with prede�ned protection pro�les is assessed and assigned an
evaluation assurance level. Even though such an evaluation may be very thor-
ough, the results cannot be compared easily since the protection pro�les are quite
complex and it is likely that for another system a di�erent protection pro�le has
been used. Sch�onberg and Thoben [23] develop an evaluation concept that al-
lows to carry out cardinal and ordinal evaluations when doing a risk analysis of
workow-based applications.

Nevertheless, a quanti�cation of the security of an electronic business appli-
cation is missing. Therefore, this paper introduces a way to quantify the security
of Internet based electronic business applications. This is done using a security

matrix resulting from the security objectives and the major locations of an elec-
tronic business application (the merchant's site, the consumer's site, and the
transmission way).

The remainder of this paper is structured as follows: Section 2 examines the
major security objectives con�dentiality, integrity, availability, and accountabil-
ity. Section 3 de�nes an electronic business application, and describes security
objectives, threats, and measures from the point of view of consumer and mer-
chant, including considerations about the transmission way. Section 4 de�nes
our security quanti�er and discusses issues associated with the de�nition. An
example is given, too. Finally, Section 5 gives a conclusion and describes further
work.

2 General Security Objectives

Traditionally, when talking about data security usually three security objectives
are identi�ed: con�dentiality, integrity, and availability. To better suit the needs
of electronic business with all its legal aspects more security objectives have been
identi�ed. The most important one is accountability.

Con�dentiality describes the state in which data is protected from unautho-
rized disclosure. A loss of con�dentiality occurs when the contents of a com-
munication or a �le are disclosed.

Integrity means that the data has not been altered or destroyed which can
be done accidentally (e.g. transmission errors) or with malicious intent (e.g.
sabotage).

Availability refers to the fact that data and systems can be accessed by au-
thorized persons within an appropriate period of time. Reasons for loss of
availability may be attacks or instabilities of the system.

Accountability: If the accountability of a system is guaranteed, the partic-
ipants of a communication activity can be sure that their communication
partner is the one he or she claims to be. So the communication partners
can be held accountable for their actions.
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3 Security of Electronic Business Applications

Electronic commerce is the common use of business information, the maintenance
of business relationships, and the execution of business processes and market
transactions while using information technology [26]. Gaugler [12] classi�es elec-
tronic business into business-to-business (if enterprises have established a com-
mercial relationship using electronic communications), business-to-consumer (if
the enterprise wants to use electronic means of communication to sell products or
services to consumers), business-to-public (if businesses and public administra-
tion are communicating), and public-to-consumer (if the public administration
o�ers electronic means of contact to consumers).

In this article we will con�ne ourselves to business-to-consumer on the Inter-
net. An electronic business application (EBA) is a system consisting of a server
system (at the merchant's location), a client system (at the customer's loca-
tion), and the transmission way in between, which is assumed to be insecure and
untrusted.

We will show that the task of carrying out a secure transaction is highly
complex. On each side of this communication as well as during the transmis-
sion problems may occur. Thus, when talking of security within the context of
an EBA all three locations have to be taken into account. Security becomes a
complex problem because (1) di�erent systems can be involved, (2) one party
cannot inuence the other party's system and its security status, and (3) the
transmission media { in our case the Internet { is to be regarded as insecure, as
it has not been designed for commercial purposes.

3.1 Security Requirements

Each partner in an electronic business transaction may have di�erent concepts
of security. These interests may even contradict each other. To point this out
we will now regard the security from the merchant's and the consumer's point
of view. This shows how complex the security of an EBA may become and that
the weights assigned to the security matrix (cf. Sect. 4) may shift when being
regarded from di�erent points of view.

The Customer's View One major reason for a consumer to prefer an Internet
merchant over a local shop is the convenience of the buying process. She1 can
buy at any given time, can choose and compare between several merchants,
and does not have to leave her home when `browsing' the shops. If security
features are diÆcult to handle, this presents an obstacle in its use. The
security functionality must therefore be convenient and easy to use.
A consumer may also be concerned about privacy and con�dentiality. By
ordering via the Internet she allows the merchant to �nd out about her
tastes and preferences. In most online transactions today, she even submits
her credit card information trusting that the merchant will use it only for

1 In the remainder of this paper the merchant will be male and the customer female.
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the speci�ed purpose. The consumer's main security objectives in electronic
business therefore are privacy and con�dentiality.

The Merchant's View The aim of a merchant on the Internet is to create
revenue or pro�t by selling his products. To do so he must establish the con-

sumer's trust in his services and products by gaining a reputation of good
business practice and reliable security measures. This includes the con�den-

tial use of customer information and the respect of the customer's privacy. A
breach of security or a published security incident will destroy this trust and
inuence the merchant's turnover. Since the merchant will send his goods
to an unknown customer, he might wish to reliably �nd out the customer's
real identity or at least to get assurance that his goods will be paid for (ac-
countability). Another aim is that his service is always available in order to
reach potential customers at any given time. If his service is not available,
the customer will use another merchant's service instead. Furthermore, the
information on the web site must be correct and up-to-date, which refers
to the integrity of the data. In electronic business the merchant is therefore
interested in all four security objectives.

3.2 Security Threats

For an EBA the following threats can be identi�ed. Table 1 gives a summary.

Threats to con�dentiality On the consumer's side the con�dentiality can be
compromised if cookies2 are collected at a central site, and a pro�le of the
customer's browsing habits is generated without her knowledge. On the mer-
chant's site it may not be guaranteed that only authorized sta� may access
personal data3. A breach of con�dentiality might also occur if data about
shopping habits of customers or customer groups are published on the mer-
chant's web site4. During an unguarded transmission, data are readable to
everyone with access to the transmission media.

Threats to integrity On the customer's computer the integrity of the data to
be transmitted could be put at risk by malicious software such as trojan
horses or malicious applets5. On the merchant's web site the data presenting

2 Cookies are pieces of data that are stored on the user's computer to introduce the
concept of state to the otherwise stateless HTTP. With cookies a server may easily
recognize a user visiting his web site for a second time [16].

3 Recently, even the credit card company VISA had to admit that it was sub-
ject to a successful hacking attack where data were stolen from internal servers
(http://www.computerworld.com/home/print.nsf/all/000128E45A).

4 The web site of the Internet bookstore Amazon published the preferences of their
customers according to their aÆliation or residence. The web page in question can
be found at http://www.amazon.com/purchase-circles.

5 In February 1997 the German Chaos Computer Club published an ActiveX control
that abused the home banking software Quicken to transfer money without the user's
knowledge [10].
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his merchandise may be compromised by an attacker6. A breach of integrity
also occurs if an unauthorized user changes another user's data7. During the
transmission data may also be manipulated. Even though data are protected
against transmission errors on the lower layers of the TCP/IP-protocol stack,
intentional damage could happen as an attacker could easily recompute the
checksums of the protocol [9].

Threats to availability The availability of the consumer's computer may be
disturbed by malicious software like computer viruses or instable application
systems. Attackers aiming to harm a certain merchant might try to attack his
web site to set it out of order (e.g. through IP bombing). To guarantee a cer-
tain availability of transmission services the Internet was built redundantly.
However, current implementations of TCP/IP allow attackers to disturb the
operation of computers or parts of the network8.

Threats to accountability Either consumer or merchant could fake a false
identity towards each other. Techniques to produce a wrong IP number of
the sender's computer are well known (IP spoo�ng).

Table 1. Some security threats and measures in electronic business

Threats Con�dentiality Integrity Availability Accountability

Customer cookies malware (e.g. tro-
jan horses)

malware (e.g. tro-
jan horses)

repudiation

Merchant data protection
problems

hacking attacks hacking attacks repudiation

Trans-
mission

eavesdropping sequence number
guessing

denial-of-service
attacks, worms

spoo�ng attacks

Measures Con�dentiality Integrity Availability Accountability

Customer con�guration,
awareness

malware
scanning

malware
scanning

client certi�cates

Merchant access control IDS,
security tests

IDS,
security tests

server certi�cates

Trans-
mission

encryption
(SSL, ESP)

SSL `redundant
network design'

AH

6 In February 2000 some Japanese government web sites were changed by hacking
attacks (http://www.spiegel.de/netzwelt/politik/0,1518,61238,00.html).

7 In January 2000 this happened at the Internet bank X.com where any user knowing
the account number of another could move and withdraw money from the other's
account [17].

8 In February 2000, the Internet bookstore amazon.com and the Internet auc-
tioneer ebay.com were attacked and could not be accessed for several hours
(http://www.spiegel.de/netzwelt/techologie/0,1518,63447,00.htm).

29Security of Electronic Business Applications: Structure and Quantification



3.3 Security Measures

The threats described above must be countered by appropriate security mea-
sures. We will describe the measures according to the location where they have
to be taken. Table 1 summarizes these security measures. This list cannot be
exhaustive.

Consumer-Side First of all, the consumer must be aware of possible security
problems and act carefully. Her computer has to be con�gured with care
to avoid the threats mentioned above. To maintain con�dentiality the con-
sumer's web browser should not send her email address and always ask if a
cookie is accepted. To enhance both integrity and availability the consumer's
computer should be equipped with an up-to-date version of a virus scanner
to detect any malicious software. To prove that she really is the person she
claims to be, certi�cates can be obtained. This may either be client cer-
ti�cates issued by an acknowledged Certi�cation Authority (CA) or PGP9

keys that are signed by other trusting users. Further security measures to be
taken at the consumer's site are listed in [1].

Merchant-Side Since on the merchants side the number of computers and ap-
plications is probably higher, the security measures to be taken here are much
more complex. Moreover the operating system has to be con�gured carefully.
To secure the internal data from being accessed by unauthorized persons an
appropriate access control mechanism should be implemented. External ac-
cess to the merchant's location should be shielded by a �rewall system [7].
An intrusion detection system (IDS) should monitor all system activity. Sen-
sitive data should be kept on an internal system that is not accessible via
the Internet. To keep the system available, regular checks concerning the
state of the security of the applications, the operating system and the net-
work con�guration should be carried out using appropriate tools like ISS [14]
or SATAN10 [11]. Server applications such as scripts or servlets should be
checked for correctness, to prevent an attacker from using it as an entrance
to the system11. To prove his identity the merchant should obtain a server
certi�cate from an acknowledged and trusted CA. Integrative approaches to
implement secure Internet services are described in [9, 19]. Other measures
to enhance the availability are of organizational and infrastructural nature,
such as hardware locks to the server rooms and �re protection measures.

Transmission During the transmission all sensitive data should be encrypted
using a strong cryptographic algorithm. This can be achieved by security
protocols on di�erent layers of the TCP/IP protocol stack [22]: On the ap-
plication layer secure application protocols like S-HTTP12 or S/MIME13,
on the transport layer the SSL (Secure Sockets Layer) protocol, and on the

9 Pretty Good Privacy, cf. http://www.pgp.com
10 System Administrator's Tool for Analyzing Networks
11 A tool which can be used is Whisker, cf. http://www.wiretrip.net/rfp/whisker.
12 Secure Hypertext Transfer Protocol
13 Secure Multipurpose Internet Mail Extensions
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network layer protocols containing security mechanisms { e.g. the AH (Au-
thentication Header) and ESP (Encapsulation Security Protocol) { can be
used.

4 Quanti�cation

This section presents the quanti�cation of the security of an EBA. Subsection
4.1 gives a formal de�nition for the security quanti�er. Subsection 4.2 focuses on
the practical use of this quanti�er. The de�nitions of Subsect. 4.1 are illustrated
and interpreted. The security of a sample application is quanti�ed in the last
subsection.

4.1 Formal De�nition

To de�ne the security quanti�er we use a security matrix with the places and
the security objectives of the EBA in its rows and columns. The entries are real
numbers representing in how far appropriate measures to implement the security
objectives have been made. A high value of the entry/quanti�er corresponds to
a high security level, a low value to a low level.

To de�ne the security quanti�er of an EBA certain formalizations have to
be made. The set Sobj contains the four security objectives and is de�ned as
follows: Sobj = fcon; in; av; acg. In this de�nition con represents con�dentiality,
in integrity, av availability, and ac accountability (cf. Sect. 2). The set P with
P = fc;m; tg de�nes the place where the security objective is considered. c
symbolizes the consumer's site, m the merchant's site, and t the transmission
way (cf. Sect. 3). The security matrix Msec can be de�ned as a function mapping
a security objective and a place to a real number in the interval [0; 1]:

Msec : P � Sobj �! [0; 1] :

The next step in the de�nition of the security quanti�er is the introduction of
weights. A weight is a non-negative real number not greater than 1. The sum of
all weights in a set of weights has to be equal to 1. Each entry of Msec is assigned
such a weight. This can be modeled with a function w mapping each entry in
Msec to a real number in the interval [0; 1].

w : P � Sobj �! [0; 1]

The security of an EBA can be quanti�ed as

�(EBA) :=
P

i2P; j2Sobj

w(i; j) �Msec(i; j) :

� will be called the security quanti�er of EBA. From the de�nition of Msec and
w follows that 0 � �(EBA) � 1.

Three special cases can be derived from � via the assignment of special sets
of weights.
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1. If the weights are chosen equally, �equi(EBA) :=
1
12 �
P

i2P; j2Sobj
Msec(i; j).

�equi is a very intuitive measure for security. The di�erent values of Msec

are summed up and divided by the total number of entries to normalize
the result. This approach is simple but not relevant in practice. In EBAs
the di�erent places and security objectives are of di�erent importance which
should be borne in mind when choosing the set of weights.

2. The security quanti�er �weak follows the paradigm: A chain is as strong as
its weakest link. �weak equals to the minimal (or one of the minimal) value(s)
of Msec.

�weak(EBA) := min
i2P; j2Sobj

Msec(i; j) :

Even tough the de�nition of �weak does not contain w, weights could be
added arti�cially: all weights are equal to zero except the one corresponding
to one of the minimal entries of Msec. The weight corresponding to this entry
is set to 1. �weak is propagated by various authors [13, 24].

3. If we apply the paradigm `The survival of the �ttest', a new security quan-
ti�er �strong can be introduced, de�ned as

�strong(EBA) := max
i2P; j2Sobj

Msec(i; j) :

Analogously to �weak weights can arti�cially be introduced. This approach
is unpopular, since usually an attack on a system focuses on its the weaker
parts and not on the strong holds.

� is de�ned in a additive manner. Another security quanti�er � can be de�ned
using multiplication:

�(EBA) :=
Q

i2P; j2Sobj

Msec(i; j) :

On the one hand � has the following advantageous characteristics: 0 � � � 1,
� = 0 if any entry in Msec is 0, and � = 1 if all entries are 1. On the other
hand � will { because of its multiplicative nature { typically be close to 0. The
de�nition can be extended with weights: �(EBA) :=

Q
i2P; j2Sobj

Msec(i; j)
w(i;j).

Note that (1) the weights do not necessarily have to add up to 1, (2) weights
greater than 1 are possible, and (3) a high value of w decreases the importance
of the corresponding entry in the matrix and vice versa.

The diÆcult part in the quanti�cation process is to determine the values in
Msec. The numerical calculation of the quanti�er is comparatively easy. There-
fore, onceMsec has been evaluated, all the proposed quanti�ers can be calculated.
For the remainder of the paper the discussion is restricted to �.

4.2 Discussion and Use of the Security Quanti�er

The last subsection focused on the formal de�nition of security quanti�ers. This
subsection will shed some light on the practical use.
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How are the values for the security matrix Msec determined? After the
security threats and measures have been identi�ed (cf. Sect. 3), the measures
have to be evaluated. More precisely, a measure for the ful�llment of the se-
curity objective at the speci�c place has to be found. Therefore a real number
between 0 and 1 is assigned to the corresponding entry of Msec. Examples:
Msec(in; t) = 0 means that no measures have been taken to guarantee the
integrity of the data during transmission. Msec(m; av) = 1 means that all
relevant precautions to provide the availability of the application have been
met at the merchant's site. Values between 0 and 1 represent cases where
more than none and less than all security measures have been implemented.
The evaluation of the values for Msec requires to know all relevant secu-
rity measures. The crucial question is: what are all necessary measures?, a
question which cannot be answered. Nevertheless there are publications (e.g.
[4, 5]) which focus on this topic and give a comprehensive overview.
Another important question is: Who carries out the evaluation? In theory
we would need an omniscient evaluator for the three locations. In practice
this has to be done by someone familiar with the security measures at the
corresponding site. For practical purposes we suggest to switch from contin-
uous to discrete values for the entries of Msec, e.g. to work only with the
three values 0.1, 0.5, and 0.9 to facilitate the assignment.

How are the weights determined? The value of the di�erent weights de-
pends on the importance of the corresponding entries in Msec, i.e. the values
represent how relevant a security objective at the corresponding place is
deemed by the estimator. Table 2 shows an example: most weight is put
on the con�dentiality and accountability at the merchant's site. In order to
compare di�erent applications it is important to use the same weights. A
possible solution would be to establish renowned standard weight sets, e.g.
a special set of weights for Internet shopping applications.

How can the security quanti�er � be interpreted? The security quanti-
�er � maps the security of an EBA to a real number in the interval [0; 1].
Therefore, � can be interpreted as the percentage of the necessary and im-
plemented security measures. �(EBA) = 0 means that none of the necessary
security measures have been met, �(EBA) = 1 means that all relevant secu-
rity measures have been implemented. The values in between are interpreted
analogously. Note that �(EBA) = 1 does not mean that EBA is absolutely
secure. There is no such thing as absolute security. All security measures rely
on their correct implementation and use.

After having described how � can be calculated, it is time to think about what
to do with � after its calculation.

Analysis The security quanti�er � maps the security of an application in an in-
telligible and intuitive way to a real number. While analyzing an application
one can follow the simple rule for �: the higher the value the better.

Comparison After quantifying the security of di�erent applications the quan-
ti�ers can be used to compare the applications. The following issues have to
be taken into account: (1) The same set of weights has to be used. (2) The
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evaluation of the values inMsec has to be done on the `same basis', i.e. there
should be no signi�cation di�erence in the evaluation of security measures.
(3) The value of � alone without an overview of the evaluation process is
of almost no use at all, especially if � is used to promote an application.
Therefore the tables of threats and security measures, weights, and values of
Msec should be available.

Design Usually, during the implementation of an EBA not all security measures
are implemented at the same point in time. Therefore, a calculation of � at
various points in time during the implementation can be used to monitor
the progress in the system's security.

4.3 Example

This section shows the calculation of � illustrated through an example of an
imaginary bookstore14. Let us focus on the following scenario: the book store
NOZAMA is selling books over the Internet. The application has a client/server
architecture. Clients are the browsers of the consumers, the server side resides at
the merchant and consists of one or more HTTP, database, and backup servers.
On the server side access control mechanisms are implemented to regulate access
to the database(s). Payment is done via credit card. The TCP/IP connections
between browser and HTTP server is protected using SSL. The costumers have
to possess valid certi�cates (implemented in their browser) for authentication
and have to provide a valid login name and password when accessing the HTTP
server. Furthermore the customer's browser is `forti�ed' to allow for stronger
encryption. �(NOZAMA) is derived in the following steps:

Table 2. Security measures, Msec, and the set of weights for the NOZAMA example

Con�dentiality Integrity Availability Accountability

Customer browser forti�ca-
tion

browser forti�ca-
tion

- client certi�cate

Merchant access control
mechanisms

plausibility
check, checksums

backup servers server certi�cate,
login/password,
log-�le

Trans-
mission

SSL SSL - log-�le, SSL

w con in av ac

c 0.05 0.05 0.05 0.05
m 0.2 0.1 0.1 0.2
t 0.05 0.05 0.05 0.05

Msec con in av ac

c 0.5 0.5 0.1 0.9
m 0.9 0.5 0.5 0.9
t 0.9 0.9 0.1 0.9

14 The authors tried to �nd a real example but it turned out that the security mecha-
nisms of an EBA { especially on the merchant's side { are an intimate detail which
most companies are not willing to compromise.
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1. The �rst step is to organize the implemented security mechanisms in a ta-
ble which is shown for the NOZAMA example in Table 2. Note that some
security measures reside in several �elds of the table. E.g. SSL supports the
con�dentiality, integrity, and accountability security objective during trans-
mission. Other �elds of the table may be empty.

2. Next, the security measures have to be evaluated to get Msec which is shown
{ due to our evaluation { in Table 2, too. Remarks: We use the 0.1,0.5,0.9-
evaluation introduced in Sect. 4.2. Msec(c; av) = 0:1 and Msec(t; av) = 0:1
since almost no appropriate measures have been taken. For the tuples (c; con),
(c; in), (m; in); and (m; av) the value of Msec is 0:5 since the corresponding
security measures ful�ll the security objectives at the corresponding place
to a certain amount, but additional other measures are needed. All remain-
ing entries of Msec are set to 0:9, because the corresponding measures are
deemed suÆcient.

3. The last step is the numerical calculation of �. The application of the weights
(cf. Table 2) yields �(NOZAMA) = 0:7. Remarks: The choice of weights
depends on the evaluator. The customer may choose di�erent weights than
the merchant and their evaluation may be di�erent, too. In our evaluation
we tried to take a `neutral viewpoint'.

For the NOZAMA example �equi = 0:55, �weak = 0:1, and �strong = 0:9. If no
weights are used �(NOZAMA) = 0:12 � 0:54 � 0:96 � 0:332 � 10�3.

5 Conclusion and Further Research

This paper has focused on the security of EBAs. After introducing the notions
of security and electronic business, a systematic way to organize security mea-
sures in a matrix has been shown. The rows of this matrix give the place and the
columns the security objective of the analyzed application. This matrix has been
used to de�ne a security quanti�er. Its de�nition and properties have been dis-
cussed and illustrated through an example. Summarized, we have given an easy
to use and exible procedure to map the security of an EBA to a real number
in the interval [0; 1].

Future work will focus on the extension of our model and its practical use:
(1) One way to extend our approach is to examine more security objectives like
anonymity, timeliness etc. A problem arising is that there might be signi�cant
correlations between the di�erent elements in the extended set of objectives.
(2) Another way to extend our approach is to include more places in the se-
curity matrix. Example: EBAs may include more than two business partners.
Next to the consumer and the merchant there might be a bank, lawyer, or CA
involved. Each of these partners may have a di�erent evaluation of the applied
security measures. (3) The security quanti�er in this paper is of theoretical na-
ture. Therefore, it is of paramount importance to gain an understanding of its
practical relevance. Studies can compare di�erent EBAs, but may also analyze
and design a system using our quanti�er.
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Abstract. Digital goods such as music are vulnerable to illegal use over the inter-
net. Technology-driven IT solutions to protection are useful but limited. Instead,
we suggest that incentives to legal forms of consumption can be constructed by
redesigning how the e-business model for digital content creates consumer value.
We present a general framework that enables a quantified utility analysis and clar-
ifies what parameters, technological as well as market ones, influence consumer
value. On this basis, we discuss several business scenarios that show how to make
the value gap between legal and illegal offerings as large as possible. This anal-
ysis framework is part of our e3-valueT Mmethodology for e-business modelling
and decision making in which business and IT considerations are integrated.

1 Introduction

An advantage of selling products such as music, video, and information via the internet,
is that they can be instantaneously delivered as a bitstream. Unfortunately, the drawback
is that digital products can be easily copied against almost zero cost. This allows pirates
to resell music or video against a fraction of the original price, or even to give it away
for free. Today, illegal copying of digital content occurs at a large scale, decreasing
revenues for all creative actors involved.

Clearly, there is a need for approaches that ensure that creative actors benefit from
digital sales representing their creative efforts. The technology-driven IT approach is
to protect digital content using encryption technology and watermarking [1, 7, 8]. How-
ever, all current IT-driven protection methods are vulnerable to attacks. At the other
side of the spectrum, business-oriented approaches [9, 2] propose to sell multiple ver-
sions of digital content, to update content frequently, or to sell it in bundles with related
products. The idea here is that one should focus on the concept of consumer value.

This raises the basic question how one might actually calculate the multi-faceted
notion of consumer value, in such a way that it becomes possible to compare the results
across different business-consumer scenarios and so make decisions about the suitabil-
ity of various possible e-business models. The present paper aims to contribute to this
rather ambitious goal.

It presents a practical framework to analyze the various dimensions of value con-
tained within a single product [6], as a basis for understanding how consumers may
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maximize their expected utility. Next, by evaluating a range of relevant what-if sce-
narios, it supports in uncovering in a quantifiable way what the major (IT as well as
market) parameters are that influence consumer value. This framework is part of our
e3-valueTM methodology [4, 5], a business modelling approach that offers an integrated
view upon the business as well as IT factors that are relevant to executive decision
making concerning e-business strategies.

As an application of our framework for value maximization, we consider a mu-
sic track download service that enhances value by increasing convenience in terms of
search and download time, and we compare this to a service offering illegal content. We
use our framework to argue that products represented by bits such as music or video,
have value aspects for consumers other than mere content. These aspects can be ex-
ploited to create additional consumer value such that consumers are encouraged to buy
music or video legally rather than to obtain it from an illegal source. Moreover, this
added value is difficult to create for illegal content providers.

This paper is structured as follows. In Sec. 2 we briefly review IT-dominated ways
of protecting digital content. We do not argue that protection of content is unnecessary,
but rather that creation of additional consumer value and protection of digital content
should be seamlessly applied to selling bits. In Sec. 3 we discuss business-oriented ways
to ensure that digital content is bought rather than illegally copied. One of these is the
creation of additional consumer value. In Sec. 4 we analyze illegal copying of music
from two perspectives: (il)legality and consumer value. Sec. 5 introduces a practical
attempt to quantify the consumer value contained in digital products. It is the foundation
for Sec. 6, which evaluates several scenarios for two prototypical consumer segments
with respect to consumer value as a way to prevent illegal use of content. We show how
these business scenarios help focus executive decision making. Finally, we present our
conclusions.

2 Protection of Rights on Digital Assets

Protection is a way to discourage the unintended use of digital content (such as copying,
unauthorized resale and more), but is, as we will show, not sufficient to prevent a piracy
scene, especially if the price of legal content is high enough. Various approaches for
protecting the intended usage of digital content exist. We distinguish (1) protection by
encryption, (2) protection by watermarking, (3) protection by law.

Protection by Encryption. Encryption systems offer facilities to prevent violations of
the intended usage of the music but have a number of weak spots. First, the consumer
can always make copies by resampling the analog output. There is a small quality loss
but all subsequent copies can be made without any further loss. Second, the consumer
can intercept the decrypted bitstream and save this stream in a file. Third, the encrypted
content itself can be attacked.
Protection by Watermarking. A next step is to watermark the content. A watermark
can be used in court to prove violations of intended usage of the content. With water-
marking technology it is possible to identify the digital content, to identify the original
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producer of the content, and to identify the consumer who sold the rights to use the dig-
ital content [8]. This information is important to prosecute violations of intended usage
of content.

However, in [3], a number of successfull attacks on watermarks are identified, so
protection by watermarking is not the only way to go.
Protection by Law. The last line of defense is to prosecute the person who violates the
intended usage of digital content. Protection of digital content by law has a number of
weaknesses. First, the law differs between countries. Laws of some countries offer more
handles to prosecute illegal use of content than others do. Second, if the violator is in
another country than the owner of the content (the prosecutor), it is difficult to prosecute
the violator. Furthermore, suing itself does not scale up very well. If a large number of
small violators exists (as is actually the case in music copying and downloading), it is
not feasible to sue all these violators individually.

In conclusion, if digital content is to be sold, one should bear in mind that a con-
sumer can violate the intended usage of the content, sometimes rather easily. This re-
mains true also when various protection schemes have been applied. Especially if the
motivation of the consumer is high enough, s/he is able to obtain digital content from
sources other than the legal ones. Hence, protection of digital content alone is not suf-
ficient to address the problem of misuse of digital content.

3 Business-oriented Approaches

Versioning and Bundling. Various authors, for instance [9] and [2], have proposed
business-oriented solutions to ensure that content creators get paid for their creative
efforts. However, these solutions are limited in that they are effective only for highly
interactive or time-dependent digital content, i.e., content of which the value quickly
decreases with time. One way to exploit the time dependence of digital content is to
create multiple versions, for example a number of remixes of a music track, or different
quality levels of images. However, the number of versions a consumer can choose from
is usually very limited, and therefore illegal copies of versioned content will become
easily accessible as well. A more extreme position is to sell complementary related
products which cannot easily be copied such as merchandise of artists, while the content
itself is nearly for free. In such a scenario, the digital content plays only the role of
attracting consumers to a site: the revenues should come from related sales.

A variation on this theme is bundling: a consumer can only buy merchandise if
s/he also buys the associated digital content. A general limitation of business-oriented
approaches exploiting time-dependent value of digital content is that there are many
cases of digital products (e.g., ‘classic’ songs and movies) that maintain their value over
long periods of time. Hence, it is important to analyze the concept of consumer value
contained in digital content itself, and not solely consider the generation of revenues
from complementary products and related sales.
Dimensions of Consumer Value in Market Research. We thus want to explore how
to exploit the value of digital content itself, in such a way that it creates a value gap be-
tween legal and illegal providers of digital content. We suggest that recent ‘interpretive’
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marketing research on consumer value gives some useful initial handles on this topic.
In particular, we use Holbrook’s value framework [6] that investigates different aspects
or dimensions of value resulting from the consumption experience of a product.

In his framework, Holbrook makes a distinction between the extrinsic and intrinsic
value of a product. A product has an extrinsic value component if a consumer uses the
product to accomplish some goal that is outside the consumption of the product itself.
For example, a consumer values a hammer mainly because it can be used to drive in
a nail, rather than that s/he values the hammer in its own right. In contrast, something
is valued intrinsically if the consumption experience is valued for its own sake. For
example, music has an important intrinsic value component because listening to music,
the experience, is of value by itself. In fact, the digital content considered in this paper
relates to the right to have a, hopefully appreciated, experience. The bits are only the
representation of the music that enables the experience.

Table 1. Value types in Holbrook’s framework.

Value dimension Extrinsic Intrinsic
Active EFFICIENCY PLAY

(I/O function, convenience) (fun)
Reactive EXCELLENCE ESTHETICS

(quality) (beauty)

Another dimension introduced by Holbrook is that value may have an active or re-
active component. A product with an active value component requires that a consumer
actively does something with the product (for example, using a music track for karaoke
singing) as part of the consumption experience. Consumer value is called reactive if the
product itself accomplishes something to or with a consumer as a result of a consump-
tion experience, such as listening to music passively.

Putting together the 2� 2 combinations from these two dimensions of consumer
value yields four types of value, as shown in Table 1. Below, we show how such a
value typology can be used as an aid in uncovering which different e-business param-
eters influence consumer value. In addition, we will quantify these value parameters,
and analyze their effect on e-business model design through a collection of realistic
business-consumer interaction scenarios.

4 The e-Business Design Space: Legality vs. Value Creation

We do not suggest that protection of digital content is irrelevant. On the contrary, such a
first barrier prevents a number of consumers from committing an illegal act, and makes
them aware that unintended use of the digital content is prohibited. However, we do
claim that rethinking and redesigning the value to the consumer of a digital content
service (e.g. the right to listen to a music track once) can contribute to reducing the
illegal ways of consumption. We can exploit the fact that a digital product has valuable
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aspects in addition to the actual content itself, cf. the Holbrook value typology. For
example, convenience in selecting and ordering, receiving the content without delays,
enhancing fun by different options to interact with the digital content may all be of great
value to the consumer. In Sec. 5, we analyze the multiple aspects of value created by
digital content in more depth.

Fig. 1. Positioning e-business models: (il)legal content versus created consumer value.

Figure 1 shows how various e-business model options may be positioned in a de-
sign space spanned by the degree of legality and the degree to which consumer value
is created. The first quadrant, digital content that is legal but offered with a low con-
sumer value, is not interesting from a business point of view. Illegal content with a low
consumer value, the second quadrant, is not likely to be very popular with consumers
either. If for example the convenience is low, consumers will not be attracted to obtain
the illegal content. Thus, offerings in this quadrant can be left alone (note also that from
a business point of view, technical or legal protection measures are not really needed
here).

The third quadrant, illegal content with a high consumer value, is highly unwanted,
however. As indicated in Figure 1, there are ways to make the e-business ‘models’ posi-
tioned in this quadrant less attractive. Illegal content with high consumer value requires
high visibility and accessibility in a market. If not, it takes too much effort for con-
sumers to find and select the product. Furthermore, it must be easy and convenient to
obtain and consume the content. However, visibility and a high-quality fulfillment in-
frastructure enable content owners to take corrective action, for example to prosecute
suppliers of illegal content or to ask legally operating Internet Service Providers to re-
move or block illegal content. Such measures do not remove illegal offerings entirely,
but result in illegal content with lower consumer value, thus moving illegal offerings
from the undesirable quadrant 3 to the uninteresting quadrant 2 (in other words, these
measures generate utility destruction). Alternatively, suppliers of such illegal content
may decide to set up a legal operation and move up to quadrant 4. This quadrant repre-
sents the desired situation: providing legal content with a high consumer value. Finally,
Figure 1 shows that legal content providers already in this quadrant may strive to in-
crease the consumer value created by the digital products they offer.

Generally, the approach is to increase the value gap between legal and illegal offer-
ings.
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5 Consumer Value

5.1 Receipts and Sacrifices

We will now analyze which factors play a role in the various types of consumer value
creation, how they can be quantified, and how they can be used as ‘control parameters’,
so to speak, to design an optimally positioned e-business model.

In marketing literature (e.g., [6]), consumer value is often stated in terms of a value

equation: Consumer Value�

n
∑

i�1
Receipti

m
∑

j�1
Sacri f ice j

�

The sacrifices comprise all costs a consumer has to make to consume the product;
receipts represent the sum total of the benefits s/he experiences from consuming the
product. The consumer will only buy the product if the consumer value ratio is greater
than one; otherwise, a consumer decides not to buy the product at all, because the sac-
rifices outweigh the receipts.

Receipts and sacrifices need to be further decomposed. First, we distinguish out-of-
pocket costs. These are sacrifices that result in a direct transfer of money from consumer
to supplier. Second, there are other value types (in terms of Holbrook’s framework) that
are not directly payable to someone, but contribute to sacrifices or receipts. An example
is the inconvenience for the consumer if the download-time of music is very long.

To focus our analysis, we will concentrate on a specific service in selling bits: the
product comprising the right to listen-once to a track of music. This product allows a
consumer to select a track of music, and after selection the music will be played as soon
as possible. We assume a non-streaming service: the track has first to be downloaded
completely before the consumer can listen to it.

We illustrate our claim that value creation is a key consideration to enhance legal
ways of selling bits, by investigating and quantifying several possible business scenar-
ios in terms of consumer value, for two prototypical consumer segments, viz., yuppies
(enough money, but lack of time) and students (scarce money resources, enough time).
Each scenario is studied from two perspectives: (1) obtaining the music legally, and (2)
obtaining the same music illegally.

5.2 Out-of-pocket Costs

If a consumer wants to listen to a track s/he has to pay money directly to others, called
out-of-pocket costs. These costs are part of the sacrifices mentioned in the value equa-
tion. Here, we distinguish (1) the data communication costs to be paid to a telecommu-
nication company and/or Internet Service Provider, and (2) the price to be paid for the
right to listen to the music track itself.

Data Communication Costs. We consider (1) communication costs for selecting con-
tent, (2) for downloading content, and (3) for uploading content. The latter costs may
appear if a consumer obtains the content illegally. Many illegal sites use a ratio scheme.
Such a scheme requires that a consumer first uploads a music-track, after which s/he
can download tracks of choice.
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Price. If the consumer buys the music legally, a fee is paid for the right to listen to the
track. We assume this price is known and set by the supplier. In the illegal case, the
price is $ 0.00.

5.3 Instantiating Value Types

Table 2 shows the value creation parameters, structured according to the discussed Hol-
brook consumer value framework, for the product listen-once to a selected track of
music. Such parameters can contribute to either sacrifices or receipts, depending on the
valuation by the consumer.

Table 2. Value parameters for a listen-once service.

Value dimension Extrinsic Intrinsic
Active selection time interactive track play

upload time
download time

Reactive presentation quality track beauty

Selection Time. Selection time is the time it takes for a consumer to search for and
select a particular track of music s/he wants to listen to. We assume that a consumer
already knows the title of the music track as well as the performing artist before selec-
tion; the selection-time only indicates the time necessary to find a supplier offering the
downloadable track under consideration. The track should be downloadable because in
the piracy scene, it does happen in practice that a site indicates that a particular track
is available, but the track itself has disappeared. In such a case, the consumer has to
spend additional time to find a new site that offers the track, which increases the total
selection time for the track.

The selection time is an important instrument to fight piracy. If the selection time
is low for music tracks of illegal content providers, such providers have high visibility
and reliability. This enables legal providers, content owners and right organizations to
fight such pirates.
Upload Time. On an illegal ratio-based site, a music track must be uploaded first before
one can obtain one or more tracks. The upload time is the time necessary to complete
the upload and to gain the rights for one or more downloads. This includes the time
necessary to obtain the track for upload from another medium such as a CD.
Download Time. The download time period starts when a consumer decides to listen
to a previously selected track, and ends when the track is ready for play at the con-
sumer site. At a ratio-based illegal site, the required upload has to be completed before
the consumer can decide to listen to the desired track. The download and upload time
depend on factors such as the available bandwidth. A legal provider can influence this
factor positively, for instance by co-locating its content server with the Internet access
points of its consumers.
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Presentation Quality. The presentation quality of music is determined by the bitrate
of the music track. For consumers, perceived quality may be expressed in terms such as
CD quality, near-CD quality, radio quality, and telephony quality. A legal provider can
influence this parameter by consumer-selectable presentation quality options.
Interactive Track Play. The aspect of play, as identified in Holbrook’s framework,
refers to possibilities for the consumer to actively interact with the product. This in-
teractivity should be of value for its own sake. For the listen-once to a selected track
of music product we define the play aspect as the presence of functionality to turn on
and off music instruments and vocals, allowing consumers to produce the vocals them-
selves (as in karaoke), or select alternative instruments and vocals so as to create their
own version of a song. Such functionality is for example offered by the website of David
Bowie (www.davidbowie.com). Legal providers can exploit this creative play and fun
element, initially because they can obtain access to alternative instrument and vocal
recordings, and subsequently by providing different versions of these. This boils down
to a versioning approach as discussed in Sec. 3.
Track Beauty. Finally, there is the aspect of beauty, implying that the music itself is
valued as a consumption experience for its own sake by the consumer.

We note that we have introduced several independent parameters relevant to value
cration. For example, a consumer may like the interactive play element of a David
Bowie song, because it gives you the possibility of acting as a creative designer making
a new instrumentation of a song, but s/he may not actually like David Bowie’s music.

5.4 Calculating Consumer Value

To compare scenarios with each other on a consumer value basis, it is necessary to cal-
culate direct out-of-pocket costs (which can be done in a rather objective fashion) as
well as the different Holbrook value type aspects (of which the valuation is more sub-
jective with respect to the consumer). As an example, consider the valuation of a short
download time by the consumer. One part of this stems from the objective expected
download time, which depends on the size of the track in bits and the available band-
width. Another part may be formulated as an inconvenience fee in $/second incurred
by the consumer, expressing that the utility of absorbing consumer time also has to be
taken into account (as a more subjective, and consumer segment-dependent opportunity
cost or nuisance value component). This utility quantification of the various objective
and subjective factors is presented in Table 3. To calculate consumer value, we use the
following measurable quantities:

– The bitrate (bits/second) used to represent the content in a digital way.
– The duration of a track in seconds.
– The bandwidth (bits/second) available to stream content to the consumer. A

provider of music can influence this factor positively, for example by co-locating its
servers close to Internet access points of consumers, by having a high-bandwidth
connection to the Internet, or even by exploiting an own access infrastructure for
consumers. Note that all these measures make the content provider visible for orga-
nizations controlling the correct use of digital content. Therefore, enhancing con-
sumer value in this way is not an option for illegal content providers.
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– The data communication costs or ticks ($/second) and a connection setup fee
($/connection setup), to be paid by the consumer for a connection to the Internet.

– In the case of an illegal provider, the ratio between uploaded and downloaded
tracks. The ratio is the number of tracks which need to be uploaded before a con-
sumer can download one track of his choice (typically 0.1).

Table 3. Calculation of out-of-pocket costs and Holbrook value type parameters.

Out-of-pocket costs Calculation

Data communication costs:

selection time selection-time� ticks+ setup-fee

download time bitrate�duration
bandwidth � ticks

upload time bitrate�duration
bandwidth � ticks� ratio

price determined price by supplier

Holbrook value type Calculation

Inconvenience costs:

selection time selection-time� inconvenience-feeconsumer
download time bitrate�duration

bandwidth � inconvenience-feeconsumer

upload time bitrate�duration
bandwidth � inconvenience-feeconsumer � ratio

presentation quality fconsumer(bitrate)

interactive track play fconsumer(availability)

track beauty fconsumer(content)

6 Scenarios

Scenarios constitute an established tool for strategic analysis [10]. We will discuss a
number of scenarios representing different kinds of consumers. The first set of scenarios
is about a yuppie, a consumer characterized by enough monetary resources but with a
lack of time. The second set of scenarios focuses on a student consumer, who has scarce
monetary resources but enough time. For both scenario sets, we analyze two situations:
(1) the consumer obtains the music from a illegal site, and (2) the consumer buys the
music from a legal site.

For the evaluation of the yuppie and student scenarios, we assume values for the
consumer utility parameters as summarized in Table 4. Values for some parameters dif-
fer between the legal and the illegal case. The rationale for this is that by carefully
influencing or controlling such parameters, a legal provider has an opportunity to create
additional consumer value. This especially holds for the available bandwidth, selection
time, and price. By fighting piracy effectively, the search time for illegal providers can
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be increased, resulting in a lower consumer value of illegal content. However, some pa-
rameters cannot be easily influenced by content providers such as the costs for telecom-
munication.

Table 4. Parameter values for the yuppie and student scenarios.

Consumer utility parameter Illegal case Legal case
selection time 60 s 30 s
bit-rate 128 kb/s equal
mean duration of track 240 s equal
bandwidth 30 kb/s 60 kb/s
ticks $ 0.01/minute equal
connection setup fee $ 0.05/setup equal
ratio 0.1 0

The values of the consumer utility parameters are, where possible, based on realistic
empirical estimates. We assume that an illegal site offers only 50% of the bandwidth a
legal site offers to its consumers. This bandwidth is measured end-to-end: from music
supplier to consumer. The bandwidth is therefore constrained by the bandwidth offered
by Internet Service Providers to their end users. We take, for the legal case, a value
of 60 kbit/s, which is possible using ISDN. A content provider can fully exploit this
bandwidth if its content servers are co-located with the access servers of the ISP. The
values for ticks and connection setup fee are taken from the current standard tariffs of
a large Dutch telecoms company. We assume that Internet access itself is for free, as is
the case in the Netherlands and the United Kingdom. For the ratio we assume a value
of 1:10, which is often seen on illegal sites. For bitrate we assume a value which is
currently typical for MP3 tracks on the Internet.

6.1 Scenario A: Yuppie

Table 5 illustrates a valuation of the product listen-once to a selected track of music by
the yuppie, both for the legal and illegal cases. We call this scenario the null scenario.
We have chosen hypothetical but reasonable values, using the following approach. First,
a consumer equally values the presentation quality and the beauty aspect for the legal
and illegal case, because for both cases a consumer values the same track of music.
Second, we assume that the consumer ranks the value of Holbrooks aspects in the fol-
lowing order (from high to low): (1) the beauty aspect (the first priority is to listen to a
particular track of a selected artist), (2) the presentation quality aspect, and (3) the inter-
active play capability. Further, we have assumed that the yuppie inconvenience fee is $
1.-/hour. Of course, this is an example for which it is difficult to get accurate numbers.
However, an important point to note is that these numbers are not intended for exact
value calculations per se. Instead, we are interested in the much more modest goal of
relative statements, drawn from a comparative analysis and a sensitivity analysis of rel-
evant business scenarios. As we will see, it is indeed possible to come to strategically
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relevant conclusions from a quantified analysis based on rough, order-of-magnitude,
numbers. This is all we aim for in this paper.

Table 5. Yuppie consumer value equation: null scenario.

Consumer value equation Illegal Case Legal case
Variables Receipts Sacrifices Receipts Sacrifices

Out-of-pocket costs

(Data communication costs)
selection - 0.060 - 0.055
download - 0.17 - 0.085
upload - 0.017 - -
price - - - 0.10

Holbrook value type parameters

(Inconvenience costs)
selection time - 0.017 - 0.008
download time - 0.28 - 0.14
upload time - 0.028 - -
presentation quality 0.15 (near CD) - 0.15 (near CD) -
interactive track play - (no) - 0.05 (yes) -
track beauty 0.20 - 0.20 -

Consumer value equation results Illegal case Legal case
Total Receipts and Sacrifices: 0.35 0.572 0.40 0.388
Ratio Receipts/Sacrifices: 0.61 1.03

Variations on the Null Scenario. Several variations on the null scenario are interesting
to analyze; they are motivated by expected changes in the null scenario that are likely
to occur: (1) nearly equal end-to-end bandwidth for the illegal and illegal case, (2)
an increase of the overall bandwidth without changing costs, (3) changes in the play
factor of the product, (4) changes in the consumer’s inconvenience fee, and (5) a service
extension to repeated listenings to the same track.

Scenario A1: The Bandwidths of the Legal and Illegal Sites Become Nearly the
Same. It is possible that the music industry is not sufficiently capable of fighting the
illegal scene, as previously discussed in Sec. 4. Then, a consequence may be that illegal
sites are offering music with nearly the same bandwidth as legal sites. If we assume
for the illegal site a bandwidth of 50 kbit/s, the consumer value equation ratio for the
illegal case becomes 0.93 instead of 0.61, i.e., close to the value for the legal case. If
bandwidths are equal (60 kbit/s) the illegal offering is even favored over the legal one
in terms of consumer value. Thus, the bandwidth difference is an important parameter
to create a value gap between the legal and illegal cases.
Scenario A2: The Bandwidth Increases. In the near feature, it is reasonable to expect
an increase of available bandwidth nearly without any change in costs. Developments
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such as xDSL, which offer a high bandwidth connection (order 1 Mbps) over the lo-
cal loop of a telecoms operator, are now being commercially introduced. A bandwidth
increase will heavily cut down both the out-of-pocket and inconvenience sacrifices, es-
pecially those related to download times. Compared to the null scenario, a bandwidth
increase above about a factor of 5 (both for illegal and legal bandwidth) will start to
favor the illegal site over the legal site. Therefore, a differentiation in bandwidth only
(scenario A1) is not sufficient in the long run as a means to sell music legally. Be-
cause this scenario is very likely to happen in the near future, we analyze the following
scenarios in conjunction with this scenario.
Scenario A3: The Selection Time for the Illegal Case Increases Substantially. If
the music industry is successful in fighting piracy, the selection time for illegal tracks
increases. For instance, if it takes 600 seconds to find a downloadable illegal track, the
consumer value of the illegal scenario is 0.43 instead of 0.61, whereas the legal case
remains the same at a value of 1.03. Moreover, if we additionally suppose that scenario
A2 occurs, the consumer value of the illegal case becomes 0.82, while the legal scenario
results in a consumer value of 2.46. Consequently, differentiation in selection time is a
powerful instrument to have consumers favor the legal offering.
Scenario A4: The Inconvenience Fee is Nonlinear. In our model, we assume that the
yuppie uses a flat rate for his inconvenience fee. However, it might be more appropriate
to assume that the costs associated with waiting for a music track grow more than
linearly with time. In this way, we model the likely situation that a consumer wants
to have the music fast, and if it takes too long, s/he is not interested anymore. If the
inconvenience fee during the first 5 minutes is $1.- per hour, during the second 5 minutes
is $ 5.- per hour, and is $ 25.- per hour beyond that, the consumer value for the legal case
is 0.64, but for the illegal case 0.086. If we analyze scenarios A2 and A4 in combination,
the consumer values of the illegal and legal cases are about equal (1.89 vs. 1.88). If also
scenario A3 occurs (selection time differentiation), the consumer will however prefer
the legal case (0,46 vs. 1,88).
Scenario A5: Repeated Listenings of the Same Track. Our null scenario is based
on a pay-per-listen product. However, for content such as music and video, repeated
consumption occurs frequently. A consumer then listens to the same track of music a
number of times. If in such a case the consumer stored the music-track locally after the
first initial download, communication costs are zero for the subsequent listenings.

In our null scenario, a supplier of legal content differentiates himself from an il-
legal supplier by offering a fast download service (more bandwidth), so that the legal
consumer saves data communication expenses. However, for subsequent listenings, no
downloads are necessary if the content is stored locally, and the advantage of a fast
download service becomes less significant. Table 6 presents the effect of subsequent
listenings on consumer value.

From this table it can be concluded that if a yuppie expects to listen to a track
more than twice, it becomes attractive to obtain the track illegally. A way to deal with
this issue is to use a nonlinear pricing scheme. In Table 7, the price of n subsequent
listenings is calculated as follows:

pricen-subs.-list. = discount-factorn-subs.-list. �price�number-of-subs.-list.
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Table 6. Yuppie valuation of subsequent listenings.

Consumer Value Illegal case Legal case Total revenue

1 listening 0.61 1.02 0.10
2 listenings 1.21 1.62 0.20
4 listenings 2.42 2.32 0.40
10 listenings 6.06 3.10 1.00

Using such a nonlinear pricing scheme, the yuppie will be encouraged to buy the
music legally. The drawback of such a scheme is that, after two subsequent listenings,
hardly any marginal revenues are generated. If we assume that scenario A2 also applies,
the illegal offering becomes attractive. However, if scenario A3 occurs in addition, the
legal offering has a higher consumer value. Application of scenario A4 strengthens this
conclusion.

Table 7. Yuppie valuation of subsequent listenings using a nonlinear pricing scheme.

Consumer Value Discount Factor Illegal case Legal case Total revenue

1 listening 1.00 0.61 1.02 0.10
2 listenings 0.90 1.21 1.69 0.16
4 listenings 0.50 2.42 3.26 0.16
10 listenings 0.21 6.06 8.07 0.17

In sum, nonlinear pricing is a useful mechanism to create value for the consumer.
Bandwidth differences only help in the short run. Selection time differences turn out to
be a key to create a significant value gap between legal and illegal offerings.

6.2 Scenario B: Student

The student null scenario assumes that the student’s inconvenience fee is $ 0.10/hour
(one order of magnitude lower than the yuppie inconvenience fee). We keep all other
values the same. The consumer value of the illegal case now becomes 1.25, while the
value of the legal case is 1.57. Consequently, for consumer segments that incur a low
inconvenience fee (that is, they are willing to spend their own time) illegal offerings
become relatively more attractive.

We briefly summarize the results from variations on the null scenario.

– Scenario B1: The bandwidth of the legal and illegal site is nearly the same. A lower
inconvenience cost results in a lower fee for waiting on a download. Therefore, the
difference of bandwidths between the illegal and legal case is of less importance
compared to the yuppie scenario. If the bandwidth of the illegal provider is 41
kbit/s and the bandwidth of the legal provider remains 60 kbit/s, the consumer will
already opt for the illegal provider, while in the yuppie scenario bandwidths should
be nearly equal.
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– Scenario B2: The bandwidth increases. Because of a lower inconvenience fee, an
increase of available bandwidth by a factor of about 2 is already sufficient to favor
the illegal case over the legal one. Therefore, bandwidth cannot be exploited very
successfully in the student scenario to create additional consumer value.

– Scenario B3: The selection time for the illegal case increases substantially. A se-
lection time of 600 seconds for the illegal case makes that the sacrifices outweigh
the receipts, favoring the legal offering. This is also the case if we assume both
scenario B2 and B3.

– Scenario B4: The inconvenience fee is nonlinear. If the inconvenience fee during the
first 5 minutes is $0.1/hour, the second 5 minutes is $ 0.5/hour, and beyond that is $
2.50/hour, the consumer value for the legal case (1.43) is higher than the consumer
value for the illegal case (0.56). If bandwidth is no issue (scenario B2, with a 5
times increase of bandwidth), the illegal case will be chosen by the consumer.

– Scenario B5: Repeated listenings of the same track. In case of repeated listenings,
we find that for two listenings and more, the student chooses to obtain the music
illegally. A nonlinear pricing scheme as discussed previously ensures that a student
obtains music legally if the discount factor as presented in Table 7 is 1 (1 listening),
0.82 (2 listenings), 0.41 (4 listenings), and 0.17 (10 listenings). A nonlinear pricing
scheme plus scenario B2 results in a preference for the illegal case, but scenarios
B2, B3 and B4 together favor the legal case.

In sum, our scenario analysis shows that for both consumer segments, selection
time differences are a key parameter that must be controlled in order to create a signif-
icant value gap between legal and illegal offerings. Nonlinear pricing also is a useful
‘control parameter’ to make legal offerings attractive to the consumer. The difference
between the student and yuppie consumer segments is that for the former, illegal of-
ferings become attractive more quickly due to the lower inconvenience fee. Bandwidth
differences only have short-term relevance, because the bandwidth itself is likely to
increase strongly in the near future.

7 Conclusions

The key point of this paper is that creation of additional consumer value contributes
to legal obtainment of digital goods such as music and video, apart from IT-based
ways to protect content. To show this in a quantifiable way, we have presented a multi-
aspect utility framework, grounded in Holbrook’s consumer value approach, that can be
used to calculate consumer value for different business-consumer scenarios. Using this
framework, we have analyzed two prototypical music consumer groups, yuppies and
students, and shown what the major parameters are that affect consumer value.

In this paper we have applied this framework to a comparison of legal and illegal
music download services. A major application conclusion is that exploiting end-to-end
bandwidth as a way to minimize download time, and thereby inconvenience, only has a
short-term effect. This is caused by expectations that end-to-end bandwidth will grow
substantially, both for legal and illegal services. If the bandwidth passes a certain thresh-
old, it is not a good way anymore to create additional value for legal providers. Our key
long-term conclusion is that legal content providers have to enlarge the gap between the
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search time for legal and illegal content. If our estimates of the inconvenience fee or
‘nuisance value’ of long waiting times are order-of-magnitude correct, this promises to
be an effective barrier to inhibit consumers from obtaining illegal content. Other inter-
esting results of our analysis are that all successful business scenarios have to be based
on a low price for the right to listen to a track of music, and that subsequent listenings
to a track should be priced in a nonlinear way to discourage illegal acquisition of music.

More generally, we feel that our framework makes an advance in getting a better,
more quantifiable, grip on the many dimensions and parameters in consumer value.
There is no claim that it is a tool for calculating consumer value exactly. This is also not
needed: as shown, it is adequate if it aids executive decision making, by differentiating
and understanding the trade-offs between various conceivable strategic scenarios in e-
business. The presented framework is part of ongoing research into our e 3-valueTM

methodology that approaches e-business modelling as designing new value exchange
networks enabled by IT methods [4, 5]. Such a value-based approach is in our opinion
the most fruitful one to achieve the required integration between business and IT factors
in electronic commerce applications.
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Abstract. In this paper we propose a secure electronic software distribution and
copyright protection protocol for electronic commerce based on public key
cryptography (PKC). The proposed protocol considers post-installation security
using an authentication agent and electronic license. It prevents software piracy
and illegal copying. Even if software is copied illegally, a merchant can trace
back to its original owner from the electronic license. The proposed protocol
provides consumers, merchants, and producers in the electronic marketplace
with confidence, security, and efficiency.

1 Introduction

Electronic commerce is a modern business methodology that addresses the necessity
of organizations, merchants, and consumers to cut costs while improving the quality
of their goods and services and increasing the speed of service delivery. E-commerce
provides consumers the ability to bank, invest, purchase, distribute, communicate, and
research from home, work, bookstores, or virtually anywhere an Internet connection
can be made[1,2]. The international data corporation predicts that by 2000, at least 46
million Americans will have purchased products or services online, spending an
average of $350 per person per year[9].

Owing to an improvement in E-commerce technology, users can get software
easily through an on-line software distribution using the Internet. As the purchase and
downloading of software are processed via an on-line batch process, the time and cost
necessary for software purchase and installation can be reduced considerably.
However, there are several problems for online software distribution. As Internet
access becomes available in the workplace, online piracy rapidly grows. The
protection of computer software and other creative property transmitted over the
Internet remains problematic for international trade as well. Millions of dollars in
pirated software can be downloaded and distributed illegally in a matter of minutes.
Online, pirates are reaping profits on a grand scale – stealing the creative output of
hardworking software designers, programmers and engineers, authors, and producers
– and thereby removing their economic incentive for creation and innovation.
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Worldwide software business losses due to piracy are estimated at nearly $11 billion
in 1998. More than 38% of all software in use is illegally copied[9], so strong
copyright protection for creative works is crucial to the success of E-commerce.

In this paper we propose a secure electronic software distribution (ESD)[12]
protocol for electronic commerce. The protocol provides a secure software installation
and illegal copy protection scheme based on public key cryptography (PKC), which
was first proposed by the Diffie and Hellman in 1974[5]. The goals of our protocol
are piracy prevention and intellectual property protection of software producers, as we
keep users from copying and redistributing the software by using an electronic license
and authentication agent (AA). As the proposed protocol uses an authentication agent,
it automatically checks whether a user is authorized or not when a software is
installed or executed. When a user executes software, authentication is transparently
processed using a multi-thread mechanism. Even if the software and electronic license
are copied and redistributed to unauthorized users, a merchant can trace back to
original owner of the software using the found electronic license. The proposed
protocol provides consumers, merchants, and producers in the electronic marketplace
with confidence, security, and efficiency.

The remainder of this paper is organized as follows. Section 2 discusses previous
technologies and their problems. Section 3 describes the proposed ESD protocol. In
section 4, the proposed protocol is analyzed and compared with existing models.
Finally section 5 provides the conclusion of this paper.

2 Previous Technologies

In this section we describe existing technologies such as hardware-based models and
software-based models for electronic software distribution and software protection.
We also discuss their problems.

2.1 Hardware-based Technologies

One of the copyright protection approaches is based on tamper-resistant modules in
the buyers’ machines that at least prevent the copying of the internal representation of
the data. Physically protected special computers for each task can eliminate the
problem of software piracy. However, this approach is limited and special hardware
for protection is too expensive[3]. Several theoretical models based on special
hardware have been proposed, such as PIM and RAM models[4].

2.2 Software-based Technologies

We describe two types of software-based model. One is Symantec software[10] and
the other is S.O.Shop[11]. If a customer buys software from the Symantec corporation
on-line, she should purchase and then unlock the wrapped software. A customer can
download the software before or after she completes the purchase process (by filling
in and submitting the online order form), whichever she prefers. For security reasons,
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the downloaded software has been packaged in a locked "wrapper". Once a customer
purchase has been approved, she will receive an email message containing an
electronic license certificate (ELC)[10] that allows her to unlock and install the
software for use. A customer should not make any changes to the ELC since it is
digital signature that may not work if altered. The procedure of unlocking wrapped
software is as follows: to install downloaded software, a customer first gets the
electronic license certificate (ELC) from an email message and copies the ELC onto
the Windows clipboard. Then the downloaded software file (*.EXE) is run. A window
requesting the electronic license (ELC) appears. In this window, the ELC is pasted. A
message confirming the intended product and the person licensed to use the ELC
appears. If the digital signature is valid, the product's setup program starts
automatically. The problem of this model is that an ELC can be copied and
redistributed to unauthorized users easily.

S.O.Shop is a program for electronic software distribution. It separates license
from software as it is based on dynamic software license control system (DSLC)[11],
so users can download software free but they cannot install the software without a
license. In order to check an authorized user, it uses an authentication server. The
authentication server checks the signed license when software is executed. The
license file is signed by using the private key of S.O.Shop, then encrypted by using a
customer's public key. However, the manner may not be secure since a buyer can
decrypt the signed license using her private key, then redistribute the signed license to
others who are unauthorized without exposing her private key.

3 Proposed ESD Protocol

In this section the overall architecture of the proposed protocol is described. In
addition, a PKC-based secure installation scheme and illegal copy protection scheme
are proposed. We assume that a buyer of software never publishes her private key and
that an operating system guarantees that the port reserved by the authentication agent
of the proposed protocol is never used by any other programs. We also assume that
the merchant server of our protocol is a trusted party.

3.1 Overall Architecture

There are several variations for software licenses such as a CPU license, user license,
site license, and server license. A CPU license is granted to specific computers. A
user license is granted to specific users. Use of the software only by licensed users is
permitted. A site license is granted to a specific site (location or office). A server
license is granted to all clients connected to a server.

The proposed protocol has been designed based on a user license and electronic
software distribution concept, so users may download software free via the Internet
but only authorized users can install and execute it. The protocol authenticates an
authorized user based on public key cryptography (PKC). Figure 1 shows the overall
architecture of the proposed protocol. Four types of principals are involved in our
protocol: producer, customer, merchant server, certificate authority (CA). Producers
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register their own software and its information such as product-ID, corporation, and
so on, in a merchant server via web. Customers select a software that they want to buy
and register information such as name, id, password, email address, and so forth after
purchasing the software. A merchant server issues an electronic license for each
customer using the merchant server’s private key used for a digital signature and a
customer’s public key used for encryption then sends it to the customer. The
electronic license is in following form : Smerchant (Pcustomer(Product_Code,
License_No.)), where Px(y) denotes the result of applying x’s public key function,
such as RSA[6], to y. Sx(y) denotes the result of applying x’s private key function (that
is, the signature generation function) to y. The merchant server gets the customer’s
public key from a certificate which is obtained from a CA who is a trusted third party.
The certificate contains x’s identity and signature public key, plus trusted server CA’s
signature SCA over these. Certx denotes a public key certificate[7,8]: certx = (Ix, Px,
SCA(Ix, Px)) , where Ix denotes the identity of x and Px denotes the public key of x. The
proposed protocol uses Java servlet as a web interface since it is more efficient than
CGI-bin script[13,14].

Figure 1. Overall Architecture of Proposed Protocol

3.2 Secure Installation Scheme

After purchasing software on the web, a customer should install an authentication
agent to install and execute the software. An authentication agent (AA) is a program
which checks a customer’s electronic license. An AA is working always in a
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customer’s computer as an authentication server using a loopback address (127.0.0.1)
and predefined port. An AA has two functions for authentication: one is an
authentication function when a customer installs downloaded software; the other is an
authentication function when a user executes installed software. When a customer
completes a software purchase, a merchant server sends an electronic license to the
customer via email. The customer then puts the electronic license in a specific
directory for the AA’s reference to check whether the user is authorized or not. The
electronic license comprises 3 components : H(secret,Customer_ID,passwd),
Smerchant(Pcustomer(Product_Code, License No.)), Smerchant(Product_Code, License_No.).
In the first component, the secret is a random string that is stored in the source code of
the AA statically, so only the merchant server and AA know the secret. A message
digest of secret, registered Customer_ID, and password is generated using a hash
function H such as MD5 and SHA algorithms[7,8]. In the second component,
Product_Code and License_No. of software are encrypted by using the customer’s
public key, then signed by using the merchant server’s private key. The third
component of the electronic license is signed Product_Code and License_No. using
the merchant server’s private key.

Figure 2. Secure Installation Procedure

Software installation procedures are shown in Figure 2. When a customer executes
an installation program, the program (install shield) first connects to an AA using a
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loopback address and predefined port and then sends an installation request message
to AA. The AA decrypts Smerchant(Pcustomer(Product_Code, License_No.)) using a
merchant server’s public key obtained from Certmerchant, then sends the obtained
message to the installation program. The installation program then extracts
Product_Code and License_No. from the received message using the buyer’s private
key. It also extracts the message from Smerchant(Product_Code, License_No.). If the
two extracted messages are the same, it continues authentication, and it generates a
timestamp as a nonce to prevent replay attack. Then it encrypts the Product_Code,
License_No., and timestamp using a symmetric key shared with the AA and sends it
to the AA. The symmetric key is hard coded into the source code of the AA and
installation program initially. In addition, a customer inputs her ID and password
registered on the merchant server’s web page. The AA receives Customer_ID and her
password then computes the message digest for them and the secret using hash
function and compares it with H(secret,Customer_ID, passwd) in the E-license. If the
two messages are the same, the AA sends the installation admission message.
Otherwise the installation program is aborted. Finally, the installation program can
check the timestamp matches that was sent in the previous message. This method is
secure unless a customer publishes her private key.

3.3 Illegal Copy Protection Mechanism

Any software installed on a computer beyond the number of granted licenses is
defined as an illegal copy. Even though an installation is completed securely, there
may still be several problems. If an authorized user copies the installed executable
files for unauthorized users, an illegal copy of software can be used without a secure
installation process.

To solve the problem, we package a main executable file of software. When the
packaged file is executed, an AA checks whether a user is authorized or not based on
PKC. The proposed illegal copy protection mechanism is shown in Figure 3. If a user
executes a packaged file for executing software, two threads are generated and run.
The first thread decrypts the encrypted execution file of software in memory, then
executes the software. The second thread checks the electronic license to see whether
a user is authorized or not by using her private key, as it communicates with AA. The
authentication thread connects to the AA then sends a software execution request
message. The AA extracts Pcustomer(Product_Code, License_No.) from Smerchant(Pcustomer

(Product_Code, License_No.)), which is saved in a specific directory using the
merchant server’s public key, then sends it to the authentication thread. The thread
gets Product_Code and License_No. using the customer’s private key and generates a
timestamp then encrypts the Product_Code, License_No. and timestamp using the
symmetric key. The AA receives the message and then decrypts it. It compares the
Product_Code and License_No. extracted from the Smerchant(Product_Code,
License_No.) and those extracted from the Ek(Product_Code, License_No.,
Timestamp). If the extracted codes are different, AA sends an abort message to the
thread. Then the other thread is aborted. In this manner does the proposed protocol
prevent software illegal use. The use of timestamp prevents the reuse of messages
transferred and guarantees the freshness of message received. If we first authenticate
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the license and then execute the software sequentially, it is very time consuming for a
user since the speed of encryption and decryption of public key algorithm is slow. To
solve this problem, the proposed protocol uses a multi-thread. The authentication
procedure is processed transparently for users since two threads of the protocol are
run simultaneously.

Figure 3. Illegal Copy Protection Protocol using Multi-thread

4 Comparison with Existing Models

In this section, we analyze and compare the proposed protocol with existing models
such as Symantec software and S.O.Shop. Table 1 shows the compared results. The
items compared are including client type, support of post installation security, security
level, and support of illegal copier tracing mechanism.

Table 1. Comparison with Software-based Models
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Firstly, we compare used client types for shopping and software download. In the
case of Symantec software, a customer uses a web browser for shopping and selecting
software download. In the case of S.O.Shop, a customer should use the client program
that is made and provided by the producer of S.O.Shop. A customer should therefore
install the client program for shopping in advance. The proposed protocol uses a user-
friendly web browser as a client program, and the used web interface is based on the
java servlet, whose processing speed is faster than that of CGI.

Secondly, it is important to provide an illegal copy protection mechanism after a
software installation. Symantec software does not provide an illegal copy protection
mechanism, so a user can copy the execution files for others who are unauthorized,
who then can use the software without a license. S.O.Shop supports the mechanism
using a license management server. The server checks the license when the software
is executed. The proposed protocol also provides an illegal copy protection
mechanism. In our protocol an authentication agent (AA) is run on a customer’s PC as
a license-checking server using a loopback address. When a user executes software,
two threads are generated and run. One of the threads decrypts the encrypted
execution file of software in memory, then executes it. The other checks whether a
user is authorized or not by using electronic license and her private key as it
communicates with the AA. If the AA finds a user is not authorized, it compulsory
aborts the executing software. It provides transparency to users when the software is
executed since the two threads are started simultaneously.

Thirdly, security is also an important factor of protocol. In the case of Symantec
software, a customer receives ELC. If a customer copies the ELC to unauthorized
users, the users can reuse the ELC when they install software, so unauthorized users
can successfully install software without payment. In the case of S.O.Shop, the
electronic license is first encrypted using the merchant server’s private key, then
encrypted again using a customer’s public key; so a customer can thereafter decrypt
the message using her private key, and then distribute the message to unauthorized
users. Therefore, unauthorized users can encrypt the message using her public key
then use it as an authorized electronic license. The proposed protocol is based on
PKC. The electronic license is encrypted with a buyer’s authentic public key, then
signed with the merchant server’s private key. The proposed protocol is thus secure,
unless a buyer publishes her electronic license and private key.

Finally, we discuss an illegal copier tracing scheme. When a copied and
redistributed electronic license is found, existing models do not provide a copier
tracing scheme. In the case of the proposed protocol, even if a software buyer copies
and redistributes her electronic license and private key to unauthorized users, it can be
traced back to its original owner through identification by the ID, password, and
public key when the copied electronic license is found. This threat of detection will
deter users from releasing unauthorized copies. Therefore, the proposed protocol
provides strong security and safety.

The drawback of the proposed protocol is that a user must install an AA on her PC,
and the process of the AA always resides in memory for authentication. An operating
system should prevent other programs from replacing the AA as it protects the port
used by the AA. It therefore needs the AA to be embedded in the operating system for
enhanced security. The proposed protocol is more secure and efficient than existing
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software-based models, but to guarantee perfect security and maximum efficiency, it
needs to work in tandem with feasible hardware-based technologies.

5 Conclusion

Although there are diverse efforts for enhancing electronic software distribution and
software copyright protection technologies, the existing models have several
problems in security and efficiency. Most existing methods leave the software product
vulnerable to the unauthorized use and redistribution by customers once the product
has been unlocked.

In this paper we have proposed a secure electronic software distribution and
copyright protection protocol based on PKC. The proposed protocol considers post-
installation security using an authentication agent and electronic license. When a user
executes software, authentication is transparently processed since a multi-thread
mechanism is used. The proposed protocol is secure unless a buyer distributes her
electronic license and private key to unauthorized users. Even if software is copied
illegally, a merchant can trace back to its original owner once the electronic license is
found. The proposed protocol provides consumers, merchants, and producers in the
electronic marketplace with confidence, security, and efficiency.
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Abstract. In this paper we propose an e-commerce protocol with the following
features: (1) ensures true fair exchange, (2) does not require manual dispute res-
olution in case of unfair behavior by any party, (3) does not require the active
involvement of a trusted third party, (4) allows the customer to verify that the
product he is about to receive is the one he is paying for, and (5) can be used for
the fair exchange of any two digital items.

1 Introduction

Researchers have identified a number of desirable properties of e-commerce protocols:
(i) should ensure fair exchange, (ii) should not require manual dispute resolution in
case of unfair behavior by one party, (iii) each party should have the assurance that
the item he is about to receive is the correct one, and (iv) should not require the active
involvement of a trusted third party. In this paper we propose an e-commerce protocol
that satisfies all these properties.

Fair exchange protocols have been proposed in the context of electronic mails [9,
19] and electronic transactions [8, 14]. Most of these works [8, 9, 19] focus on storing
evidence that is to be used in case one party misbehaves. If a dispute occurs, a judge
looks at the evidence and delivers his judgment. The dispute resolution is done after the
protocol execution, that is, after the customer has obtained his product or the merchant
his money. However, such “after-the-fact” protection [14, 15] may be inadequate in an
e-commerce environment where the customer and the merchant may simply disappear.

The need for such “after-the-fact” dispute resolution does not arise if protocols pro-
vide true fair exchange – under all circumstances, either the two parties get each other’s
items or none do. Protocols providing true fair exchange [14] typically use an online
trusted third party. The third party receives the items from each party, verifies the items,
and then forwards them to the other party. As a result if any party misbehaves or prema-
turely quits, no harm is caused to the other party. Moreover, each party has the assurance
that the item he is about to receive is indeed the correct one. However, the third party
is a source of bottleneck for these protocols. Not only is the performance of the third
party an issue, but also its vulnerability to denial of service attacks.

�
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Several protocols have been proposed [1–3, 5] that do not use the third party unless a
problem, such as, a party misbehaving or prematurely aborting, occurs. Such protocols
are termed optimistic [1–3]. Some of these protocols provide “after-the-fact” protection
[1] and others [5] are restricted to the exchange of digital signatures.

This motivates us to propose an e-commerce protocol satisfying all the above men-
tioned desirable properties. The protocol is based on the theory of cross validation using
which each party can verify that the item he is about to receive is indeed the correct
one. The protocol does use a trusted third party to ensure fair exchange. The merchant
escrows the encrypted product and a pair of keys with the trusted third party. If the mer-
chant disappears after receiving the payment, the trusted third party can always give the
customer the keys for decrypting the product. But the third party is not involved unless
a problem, such as, a party misbehaving or prematurely aborting occurs. Thus, the use
of the third party is kept to a minimum level.

The rest of the paper is organized as follows. Section 2 describes some related work.
Section 3 briefly presents the theory of cross validation and describes how the product
validation takes place. Section 4 describes the optimistic protocol. Section 5 discusses
how the protocol is extended to handle misbehaving parties. Finally, section 6 concludes
the paper.

2 Related Work

Previous work on fair exchange schemes can be classified under two categories: (i) grad-
ual exchange protocols and (ii) third party protocols. Gradual exchange protocols [4, 6,
10] gradually increase the probability of fair exchange over several rounds of message
exchanges; these protocols have extensive communication requirements and assume
that both the parties have equal computational power.

The third party protocols [8, 9, 11, 19] make use of a trusted on-line third party.
The idea of using a trusted on-line third party to obtain non-repudiation of origin and
delivery of a mail message was proposed by Deng et al. [9] and Zhou and Gollmann
[19]. Dispute resolution is outside the scope of these protocols; however, the protocols
do specify what evidence must be stored for the dispute to be resolved in a fair manner.

Using a trusted third party to ensure fair exchange in the context of sale of low-
priced network goods has been proposed in the NetBill system [8]. The trusted third
party is the NetBill server that maintains financial accounts for the customers and the
merchants. The customer, if interested, requests the merchant for a good. The merchant,
in response, sends the encrypted good. On receiving the encrypted good, the customer
sends the merchant payment information. The merchant forwards this information and
the decrypting key to the NetBill server. The NetBill server then debits customer’s ac-
count, credits merchant’s account and sends a receipt to the merchant. Finally, the mer-
chant forwards this receipt containing the decrypting key to the customer. Note that, the
NetBill protocol is not optimistic and a merchant who has provided a worthless good is
detected only after the exchange occurs; this is in contrast to our work.

A fair exchange protocol ensuring the consistency of the document but requiring
the active participation of a trusted third party has been proposed by Ketchpel [14]. The
merchant and the customer after agreeing upon the product and the price sign a contract
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which is forwarded to the third party. Each party then sends his item to the third party.
The third party verifies that the items satisfy the contract, and then forwards them to the
respective parties.

Franklin and Reiter [11] also propose a set of fair exchange protocols that verify the
consistency of a document before the exchange takes place. The protocols use a one-
way function f which has the property that there exists another efficiently computable
function F such that F � x � � f � y � � 	 f � xy � . The function, f , is known by both the parties,
and F is known by the third party. X and Y wish to exchange some secret information
KX and KY . Before the protocol is initiated, it is assumed that X and Y know f � KY �
and f � KX � respectively. The first step involves X sending a random number x1 to Y,
and Y sending y1 to X. In the second step X sends the following to the third party:
f � KX � , f � KY � , KX x1 �

1, and f � y1 � ; Y also sends the corresponding components to the
third party. The third party makes some comparisons to ascertain that each is sending
the correct components, and then forwards KX x1 �

1 to Y and KY y1 �
1 to X. Y and X can

multiply these by x1 and y1 respectively to get the items. One contribution of this paper
is that the third party is semi-trusted (one that can misbehave on its own but will not
collude with the participating parties) and will not be revealed the information that X
and Y are trying to exchange. However, this protocol requires the active participation
of the third party. We invoke the third party when a problem occurs; however, when
invoked it is provided with all information pertaining to the items exchanged.

Three fair exchange protocols that do not require the involvement of the third party
unless there is a problem, have been proposed by Bao et al. [5]. The important contri-
bution of this paper is that the authors provide a theory based on which each party is
able to verify that the signature he is about to receive is indeed the correct signature,
before actually receiving the signature. However, the protocol is not general, and does
not apply when both the parties want to exchange digital items other than signatures.
Asokan et al. [3] also provide an optimistic protocol for the fair exchange of digital
signatures.

A more general optimistic protocol that allows exchange of any two digital items
has been proposed by Asokan et al. [1]. The protocol begins by the two parties promis-
ing each other an exchange of items. If they agree on the terms of the exchange, the
exchange takes place. In case of any failure or any party misbehaving, the recovery
phase which involves the third party is initiated. One difference with our work is that
our protocol provides true fair exchange whereas that by Asokan et al. does not. For
this reason, the dispute resolution is outside the scope of Asokan’s protocol. Another
difference is that in Asokan’s protocol a party can verify whether he has received the
correct item after receiving the item; in our work, we can do this before receiving the
item.

3 Theory for Cross Validation

Before presenting our protocol, we provide some background about the theory of cross-
validation on which the protocol is based. For details the reader is referred to [18].

Definition 1. The set of messages M is the set of non negative integers m that are less
than an upper bound N, i.e. M 	 � m � 0 � m � N � .
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Definition 2. For positive integers a, b and N, we say a is equivalent to b, modulo N,
denoted by a � b mod n, if a mod n 	 b mod n.

Definition 3. For positive integers a, x, n and n � 1, if gcd � a � n � 	 1 and a � x � 1 mod
n, then x is referred to as the multiplicative inverse of a modulo n. Two integers a, b are
said to be relatively prime if their only common divisor is 1, that is, gcd � a � b � 	 1. The
integers n1,n2, � � � ,nk are said to be pairwise relatively prime, if gcd � ni � n j � 	 1 for i �	 j.

Definition 4. The Euler’s totient function f � N � is defined as the number of integers that
are less than N and relatively prime to N.

Definition 5. A key K is defined to be the ordered pair � e � N � , where N is a product
of distinct primes and e is relatively prime to f � N � ; e is the exponent and N is the base
of the key K.

Definition 6. The encryption of a message m with the key K 	 � e � N � , denoted as�
m � K � , is defined as

�
m � � e � N � � 	 me mod N.

Definition 7. The inverse of a key K 	 � e � N � , denoted by K � 1, is an ordered pair
� d � N � , satisfying ed � 1 mod f � N � .

Theorem 1. For any message m, where K 	 � e � N � and K � 1 	 � d � N � ,
! �

m � K � � K � 1 # 	 ! !
m � K � 1 # � K # 	 m (1)

Corollary 1. An encryption,
�
m � K � , is one-to-one if it satisfies the relation

! �
m � K � � K � 1 # 	 ! !

m � K � 1 # � K # 	 m

Definition 8. Two keys K1 	 � e1 � N1 � and K2 	 � e2 � N2 � are said to be compatible
if e1 	 e2 and N1 and N2 are relatively prime. If two keys K1 	 � e � N1 � and K2 	 �
e � N2 � are compatible, then the product key, K1 $ K2, is defined as � e � N1 N2 � .

Lemma 1. For positive integers a, N1 and N2, � a mod N1N2 � � a mod N1.

Theorem 2. For any two messages m and m̂, such that m � m̂ � N1 � N2, K1 is the key
� e � N1 � , K2 is the key � e � N2 � , K1 and K2 are compatible, and K1 $ K2 is the product
key � e � N1 N2 � , the following holds:

�
m � K1 $ K2 � � �

m̂ � K1 � mod N1 if and only if m 	 m̂ (2)

�
m � K1 $ K2 � � �

m̂ � K2 � mod N2 if and only if m 	 m̂ (3)

3.1 Product Validation

Our protocol performs product and payment token validation using the results of theo-
rem 2. The product validation takes place as follows. Let m be the product to be deliv-
ered. The third party generates keys KM1 and K � 1

M1
and provides KM1 to the merchant.

The merchant provides the product m to the third party to be encrypted with KM1 (where
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KM1 	 � e � N1 � ) and placed at a public place, which we call the catalog, as an advertise-
ment for m. When the customer decides to purchase m from the merchant, the customer
acquires T 	 �

m � KM1 � from the catalog and keeps it for future validation of the product
received.

To sell m to the customer, the merchant selects a second set of keys (KM2 , K � 1
M2

)
such that KM2 is compatible with KM1 according to definition 8. The merchant pro-
vides the customer with T ' 	 �

m � KM1 $ KM2 � . The customer verifies that
�
m � KM1 � and�

m � KM1 $ KM2 � are encryption of the same message m by verifying: T � T ' mod N1 as
per equation (2). When satisfied, the customer sends the payment token. The merchant,

in return, sends the decrypting key K � 1
M2

. The customer obtains m using m 	 ( T ' � K � 1
M2 + .

The proof of correctness follows from theorem 2. Using the same principle the bank
can validate the payment token before signing it.

3.2 Security

In the theory presented in Section 3 if e is chosen small and a customer can guess e
correctly, we have a security problem.1 Assume that the exponent e is small, say e 	 3.
A customer starts as if he is buying the same product m three times, but always stops
after having received

�
m � KM1 $ KM2 � , �

m � KM1 $ KM3 � , �
m � KM1 $ KM4 � , where KM2 	 �

e � N2 � , KM3 	 � e � N3 � and KM4 	 � e � N4 � .
Let N 	 N1 $ N2 $ N3 $ N4. Knowing me mod Ni, for i 	 1 � � � 4, the attacker can,

using the Chinese remainder Theorem [16], compute m. Thus a customer can get the
product, without paying for it. Note that this attack is similar to the low exponent attack
on the RSA cryptosystem [13]. However, since the customer does not know the value of
e, this problem will not arise. Below we provide an additional mechanism using which
the security will not be compromised even if the customer can guess e correctly.

For every transaction that the merchant performs, the merchant chooses a random
number r such that r is relatively prime to N2. The customer downloads

�
m � KM1 � from

the third party. Rather than sending
�
m � KM1 $ KM2 � to the customer, the merchant sends

the following:
�
m � r� KM1 $ KM2 � , �

r� KM1 � , where m � r is the product of m with r. To vali-
date the product, the customer multiplies

�
m � KM1 � with

�
r� KM1 � and the resulting prod-

uct is compared with
�
m � r� KM1 $ KM2 � . If both match, the customer is confident that the

product he is about to receive is the one he is going to pay for. Finally, instead of sending
just K � 1

M2
, the merchant now sends K � 1

M2
and r � 1 where r � 1 is the multiplicative inverse

of r modulo N2. Using the decrypting key K � 1
M2

, the customer obtains m � r mod N2. Mul-
tiplying this by r � 1 the customer can retrieve m.

4 The Basic Protocol

We make the following assumptions in the protocol:

1. Encrypted messages cannot be decrypted without proper keys. Digital signatures
cannot be forged. Cryptographic checksums ensure the integrity of messages.

1 Although we use an asymmetric cryptographic system in this protocol, unlike public key cryp-
tosystems we do not disclose the exponent e.
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2. All parties use the same algorithm for encryption and for generating cryptographic
checksums.

3. Payment for product is in the form of a token, PT , that is accepted by the merchant.
4. A constant time out period known to all parties is used when a party waits for a

message from another party.

The following table lists the notations used in the description of the protocol.

Table 1: Symbols used in protocol description

SYMBOL INTERPRETATION

C, M, B and TP Customer, Merchant, Bank and Trusted Third Party
Aprv, Apub A’s private and public keys
X 	 , Y : P X sends P to Y�
X � K � Encryption of X with key K

CC � X � Cryptographic Checksum of X
KC1 Key given by the customer’s bank B
K � 1

C1
Decrypting key corresponding to KC1 kept with B

KC2 Key generated by C that is compatible with KC1

K � 1
C2

Decrypting key corresponding to KC2

KM1 Key given by T P to M
K � 1

M1
Decrypting key corresponding to KM1 held with T P

KM2 Key generated by M that is compatible with KM1

K � 1
M2

Decrypting key corresponding to KM2

r Random number chosen by M for current transaction
r � 1 Multiplicative inverse of r modulo N2, where N2 is the

base for key KM2

m Product the customer purchases
PO Purchase order used by C to order product m
PT Payment token used to pay for the product

Before the protocol begins, we assume that the following steps have already exe-
cuted that sets up the environment in which the protocol operates.

1. C opens an account with B. B generates a key pair KC1 , K � 1
C1

, provides C with KC1

and escrows K � 1
C1

with itself. For any transaction that involves payment via B, C is
obligated to use product keys KC1 $ KC2 , KC1 $ KC3 � � � , and so on, where KCj , j �	 1,
is compatible with KC1 . In this paper, we assume C uses the product key KC1 $ KC2 .

2. M registers with TP. T P generates the key pair KM1 , K � 1
M1

, provides M with KM1

and escrows K � 1
M1

with itself. For every product, m, that M wants to advertise in
the catalog at this TP, M sends m and its description. T P performs the encryption
before uploading

�
m � KM1 � on the catalog. In this manner TP is able to certify that

the product meets its claim.
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3. C selects a product to purchase. C downloads
�
m � KM1 � from the T P. Note that C

does not have the product m, because he does not have the decrypting key K � 1
M1

.
This

�
m � KM1 � will be used later by C to validate the product received from M.

4. C and M agree upon a price for the product. This step may require several mes-
sages exchanged between C and M at the end of which they agree upon a price.

Protocol Description

1: PO, . PT / KC1 0 KC2 1

3: K 2 1
C2

C M

2: . m 3 r/ KM1 0 KM2 1 , . r/ KM1 1

4: K 2 1
M2

, r 2 1

Fig. 1. The Basic Protocol

The protocol executes in the following four steps when no party misbehaves or
prematurely quits. The messages exchanged in the protocol are shown in figure 1. Note
that only the major contents of each message is shown in the figure.

Message 1 C 	 , M : PO � �
CC � PO � � Cprv � � � �

PT � KC1 $ KC2 � � Bprv � .
C initiates the e-commerce transaction by sending M the following items:
(a) The purchase order, PO, containing information about the product identifier,
price of the product, identities of C and M, and a nonce to prevent replay attacks.
(b) A digitally signed cryptographic checksum of PO. (In this and the following
messages, the purpose of a signed cryptographic checksum is twofold: (i) it can be
used as evidence of what the sender has actually sent and (ii) it also ensures the
integrity of the message while in transit.)
(c) The payment token, PT , containing information about the identities of B, C,
customer’s account information, price of the product and a nonce. The payment
token is first encrypted with the product key KC1 $ KC2 and then digitally signed by
B. B’s signature ensures that C has sufficient funds to pay for the product. Note that,
since B has the key K � 1

C1
, it is able to verify the contents of PT before signing.

Message 2 M 	 , C :
�
Abort � Mprv �

OR
M 	 , C :

�
CC � PO � � Mprv � � �

m � r� KM1 $ KM2 � � �
CC � �

m � r� KM1 $ KM2 � � � Mprv � ,�
r� KM1 � , �

CC � �
r� KM1 � � � Mprv �
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M checks to see if PO is to its satisfaction – that is, M agrees to all its contents and
is able to verify B’s signature on

�
PT � KC1 $ KC2 � . If not, M aborts the transaction

and sends C a signed abort message. A signed abort message provides a proof that
the sender of the abort message is indeed terminating the transaction.
Otherwise, M sends the following to C: (a) a signed cryptographic checksum of
the purchase order, (b) encrypted product, (c) signed cryptographic checksum of
the encrypted product, (d) encrypted random number, and (e) signed cryptographic
checksum of the encrypted random number.

Message 3 C 	 , M :
�
Abort � Cprv �

OR
C 	 , M :

�
K � 1

C2
� Mpub � � �

CC � �
K � 1

C2
� Mpub � � � Cprv �

After receiving Message 2 from M, C checks to see if it is an abort message or the
encrypted product. If it is an abort, C aborts the transaction.
Otherwise C validates the product as outlined in Section 3.2. If the product is not
validated, C aborts the transaction and sends M a signed abort message.
If the two compare, C sends the payment token decryption key encrypted by M’s
public key and a signed cryptographic checksum of the encrypted product decryp-
tion key.
Finally, C starts a timer and waits for Message 4. If the timer expires C executes
the extended protocol given in Section 5.

Message 4 M 	 , C :
�
K � 1

M2
� Cpub � � �

CC � �
K � 1

M2
� Cpub � � � Mprv � � �

r � 1 � Cpub � ,�
CC � �

r � 1 � Cpub � � � Mprv �
If M receives an abort message from C in Message 3, it terminates the transaction.
Otherwise, if M receives the decrypting key K � 1

C2
from C, he decrypts the payment

token PT and sends the following to C: (a) the product decryption key encrypted
with the C’s public key, (b) signed cryptographic checksum of the encrypted prod-
uct decryption key, (c) the multiplicative inverse of the random number r also en-
crypted with C’s public key, and (d) signed cryptographic checksum of the en-
crypted multiplicative inverse of the random number. Encrypting with C’s public
key in (a) and (c) ensures that no one else can get these items and decrypt the
product.
Using the product decryption key and the multiplicative inverse of the random num-
ber, C can get the product as outlined in Section 3.2. The transaction terminates after
C gets the product.

5 Extension for handling misbehaving parties and disputes

Note that if any party misbehaves or quits before C has send out the key, K � 1
C2

, for de-
crypting the payment token, fair exchange is not compromised. If any party misbehaves
or quits after C has send out K � 1

C2
, then the extended protocol must be executed to en-

sure fair exchange. Note that since M sends the decryption key only after it has received
payment in a satisfactory matter, it will always be the case that C initiates the extended
protocol after the timer used in Message 3 has expired. In the extended protocol C
sends T P all the messages it received from M and the key K � 1

C2
required to decrypt the

payment token.
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M behaves improperly This includes the following scenarios: (i) M receives Message
3 but does not send the correct product decryption key K � 1

M2
in Message 4, (ii) M

receives Message 3 but disappears without sending the product decryption key,
and (iii) M claims that it did not send the correct decryption key because it has not
received payment. In each case, TP asks M to send the product decryption key and
starts a timer. If M does not respond within the timeout period, TP sends the key
K � 1

M1
to C and takes appropriate action against M. If M responds within the timeout

by sending K � 1
M2

, TP forwards it to C. M can also respond by saying that the reason
it did not send the product decryption key in the first instance, is because it did not
receive proper payment, that is K � 1

C2
. In this case, M still has to provide the TP with

K � 1
M2

. T P sends K � 1
C2

to M and K � 1
M2

to C.
C behaves improperly This scenario occurs only when T P has sent K � 1

C2
but that key

still does not decrypt the payment token
�
PT � KC1 $ KC2 � . In this case, T P gets in

touch with B to obtain K � 1
C1

. It then forwards this key to M.

Note that the following two disputes are not entertained: (i) M claims that it has re-
ceived inadequate payment. The reason why it is not entertained is that M always sends
the product decryption key after it has an opportunity to ensure that proper payment has
been received. (ii) C claims after decrypting the product that the correct product was not
provided by M. The reason why this is not entertained is that the validated receipt prop-
erty allows the product to be validated. In other words if the product does not validate,
C always has the option of aborting the transaction without paying.

6 Conclusion

In this work we have proposed an e-commerce protocol for performing business over the
Internet. Our protocol has the following features. First, it provides true fair exchange
under all circumstances. The customer does not get the product unless he pays for it
and the merchant does not get paid unless he delivers the product. Note that fairness is
always ensured and is not compromised if any party misbehaves or prematurely aborts.
Second, the protocol does not require any manual dispute resolution in case any party
behaves unfairly. Third, the protocol uses a third party; however, the third party does
not become involved unless a problem occurs. Fourth, the protocol allows the customer
to be confident that he is paying for the correct product before actually paying for it.
Fifth, the protocol can be generalized and used for the fair exchange of any two digital
items, not necessarily electronic goods and electronic payment.

In future we plan to address how the many different forms of electronic payment
schemes [17], can be incorporated in our protocol. Another important future work is
evaluating the correctness of the protocol using formal methods of software verification
like model checking [12] and theorem proving [7].
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Secure PC-Franking for Everyone

Gerrit Bleumer

Francotyp-Postalia, D-16547 Birkenwerder, Germany

Abstract. PC franking systems allow customers to download postage
value into their PCs and to print postage value onto envelopes or mail-
ing labels by using regular desktop printers connected to their PCs. In
emerging standards, such as the IBIP program of the US postal services,
the resulting imprints are called indicia, and they are printed as 2-D
bar codes that are easy and reliable to scan while passing through the
mail delivery system. In contrast to the IBIP program, which requires a
tamper responsive postal security device for each customer, we propose
a pure software solution for PC franking systems that is more secure for
the postal services, gives more privacy to the customers and has the po-
tential of being much cheaper than any IBIP compliant franking system.
In contrast to existing PC-franking products that require no hardware
postal security device, our solution works off-line. Customers are not
required to be online while printing indicia. Our solution operates an ex-
isting offline e-cash scheme over certain elliptic curves rather than over
finite fields.

Keywords: Open franking systems, offline electronic cash, blind
signature, elliptic curves.

1 Introduction

Many companies are moving towards electronic commerce and so do the postal
services in many countries around the world. Traditionally, larger companies
and organizations use postage meter machines for franking mail. These meter
machines are licensed to identified individuals and require some dedicated con-
nection to the postal service in order to be charged with postage (closed franking
systems). For instance, mechanical meter machines are charged via physical to-
kens. More recent electronic meter machines are charged by using leased lines
or telephone lines to download postage off of a postage server. Furthermore,
postage meter machines are sold or leased to registered customers only, and the
machines are inspected by the postal services on a regular basis. There are about
1.7 million meter machines installed in the US and they comprise about 30% of
the US mail volume. In 1998, postage meters accounted for more than 21 of 60
billion dollar in revenue of the USPS. At the same time, the USPS suffers about
a 100 million dollar loss per year from meter fraud. The quest is—not only in
the US—for more secure and more cost efficient franking systems.

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 94−109, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000



While more and more small offices and home offices (soho) have enough
computing and printing power sitting right on their desktops (more than 40%
of US households) and Internet access is cheap, the time has come for franking
systems that allow to download postage via open networks such as the Internet
(open franking systems) and do not require dedicated hardware and regular
inspections. A PC can be used to download postage and a standard printer
can be used to print out postage onto regular paper envelopes, labels, etc. The
resulting printouts are called indicia. These are scanned and verified when the
respective mail pieces pass the postal sorting centers. The US postal service is
one of the first who has specified open franking systems in their Information
Based Indicia Program [IBIP99o]. Commercial products complying to the IBIP
standard are appearing on the US market, e.g., e-stamp (www.e-stamp.com),
stamps.com, etc. Open franking systems should be more robust against fraud
than closed systems because users of open franking systems are not registered
and their equipment is not undergoing regular postal inspections. However, open
franking systems must be substantially cheaper than closed franking systems
because otherwise they will not enter the mass market. We call this the low-
cost-high-security dilemma of open franking systems.

Our proposal features (i) a pure software solution, (ii) offline franking in the
sense that the sender can produce and print indicia without having an online
connection to any other participant such as a trusted third party, (iii) security
as strong as state-of-the-art cryptographic payment systems and (iv) strong cus-
tomer privacy protection. Such a software solution has the potential of being
cheaper than today’s closed franking systems and also cheaper and more privacy
protecting than any PC franking system complying to the IBIP program. That
is because the IBIP program requires each customer to use a tamper respon-
sive hardware security module to hold the signature keys necessary to produce
customer specific indicia. Our solution can save the additional cost of produc-
ing such hardware security modules and yields more customer privacy because
it avoids customer specific indicia. Obviously this escapes the low-cost-high-
security dilemma.

We first give a brief overview of open franking systems before we identify
the relevant security requirements (Section 2). The new ideas of this work are
described in Section 3. All notation used throughout is introduced in Section 4.
The details of the new proposal are presented in Section 5. A comparison with
the open franking system specification according to the IBIP program is given in
Section 7. Design and Performance Options are discussed in Section 6. Finally,
the results are summarized in Section 8.

2 Security Requirements on Franking Systems

Before discussing the security requirements, we run through a typical franking
cycle. The postal service in each country acts in two simultaneous capacities. The
postal accounting system (P ) maintains a special currency, stamps namely, and
the mail delivery system (M) collects, sorts and distributes mail and invalidates
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the respective stamps in return. For electronic franking, P provides a postage
server (usually through some third party) from which a sender (S) can download
postage electronically whenever she likes. The postage can be stored on a PC
harddrive, a chipcard or any other persistent storage medium. Typically, senders
are charged for the postage at download time. Frequent senders may use postal
accounts, occasional senders may pay by credit card, debit card, wire, check or
electronic cash. Regular letter envelopes or postcards can be printed directly, and
labels can be used for larger mail pieces. Printed indicia must at least contain
their face value and an electronic signature to authorize this value. In addition,
they may support certain functions of the mail delivery system including fraud
prevention. For example, they may contain the delivery address, an expiration
date, etc. From a privacy perspective, the sender’s identity should not be in-
cluded, unless the sender wishes so. The indicium contains a human readable
portion and a machine-only readable portion, which is typically displayed using
a two-dimensional bar code such as Data Matrix or PDF417 (see section 6.3).
Once it is printed and the piece of mail is sent, it passes through the mail delivery
system M where the indicia are scanned and invalidated.1 If an indicium shows
sufficient face value, the mail piece is delivered to the recipient (Fig. 1). The

Postage
Server Sender

Mail Delivery
System

postage
download

invalidate
indicium

print
indicium

and send
Postal

Accounting
System

(withdraw)

(pay)

(deposit)

P

S

M

2D bar code
Data Matrix

Fig. 1. Franking System

postal services require a franking system to counter fraud as much as possible.
Customers require that their postal accounts are secure against false access, and
they usually like the option of sending mail anonymously, i.e., without disclosing
personal data. These security requirements are listed in more detail below:

Unforgeability: At any point in time the mail delivery system shall not
deliver more mail than what has been paid for (since system startup). Im-
portant sub-requirements of unforgeability are the following.
Double Spending Prevention: After a sender has downloaded x $ of

postage, she shall not be able to print out indicia whose overall value
1 For performance reasons, the mail sorting centers might verify only a small percent-

age of indicia.

96 G. Bleumer



exceeds x. In open franking systems the recipient’s address (e.g. in the
form of a 9-digit ZIP code) and a time stamp are usually included in the
indicium. This way, re-using a previous indicium allows little fraud, even
without further cryptographic protection. In closed franking systems,
the franking process is more separate from the mail addressing process,
so including the recipient in the indicia is not an option. In this case,
Xerox copies of indicia can be detected (and thereby discouraged) if
the mail delivery system maintains a database of indicia which have
been processed and delivered. Whenever an indicium turns up a second
time it can be rejected. Another way of countering Xerox copies is by
using red fluorescent ink, which is hard to reproduce with regular Xerox
equipment.

Double Spender Detection: After a sender has used the same piece of
postage more than once, he can be identified, for example by means of
the postal account from which the piece of postage was downloaded.

Unframeability: This requirement makes sense for schemes with double
spender detection only. It means that the postal services cannot wrongfully
accuse anyone of double spending.

Indicia unlinkability/sender anonymity: Any two indicia shall not reveal
whether they originate from the same sender, unless the sender wishes so.
This requirement implies the weaker requirement of sender anonymity, which
means that indicia do not reveal their sender’s identity.

For general purpose payment systems it has been argued that unconditional
unlinkability of payments and therefore unconditional payer anonymity is too
strong in practice, because it encourages money laundering, etc. [SN92]. For
electronic postage, however, a strong privacy requirement like indicia unlinka-
bility is an interesting option. There is minimal risk of misuse because postage
values are relatively small, and indicia will hardly attract big money. In addition
there are some convenience requirements:

Divisibility: After downloading an amount x of postage, a sender should be
able to produce any set of indicia which together represent no more postage
value than x. This escapes the annoying situation with conventional stamps
where, for example, a sender cannot produce the value 60c if he has only a
number of 33c stamps.

Online Printing: There is no separate download transaction, but each time
senders wants to print indicia, they connect to a postal server in order to
compute and print a proper indicium. This approach is taken for example
by Pastor’s CRYPTOPOST system [P91] or the more recent PC franking
solutions of stamps.com.

Offline Printing: The sender downloads postage in advance and is then
able to produce and print indicia without having an online connection to
any postal server or other trusted third party. Offline printing is probably
more convenient for senders.
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3 What’s New

In order to obtain an efficient cryptographic solution for open franking systems,
we consider prepay e-cash schemes and map the principals of a franking system
as follows: The sender takes the role of a payer and the mail delivery system
M takes the role of a merchant. The postal accounting system P takes the role
of the payer’s bank and of the merchant’s bank at the same time. Download-
ing postage off the postage server corresponds to withdrawing money from the
sender’s account. Printing an indicium and putting the corresponding piece of
mail into a mailbox corresponds to buying a service and paying for it. Finally,
the mail delivery system invalidates the indicium. This roughly corresponds to
a merchant depositing coins into his bank, i.e., the postal accounting system.
Since the mail delivery system is a centrally run organization, it can be viewed
as one huge merchant.

One of the critical issues in e-cash schemes is double spending, i.e., payers
who try to pay more than once with the same coin. In e-cash schemes this can
be prevented (double spending prevention) by requiring a trusted third party
to be online during the payment transaction (online e-cash), or by requiring
some trusted tamper resistant hardware in the payer’s hand that overlooks the
payment transaction (offline e-cash). Should double spending occur nevertheless,
then the double spender can be efficiently identified with both types of systems
(double spender detection) [B93,BC97].

In open franking systems double spending prevention seems not by all means
necessary, because the incentive for double spending can be brought close to
zero by non-cryptographic means. In fact, the mail delivery system may require
a customized indicia currency where a different type of indicia is required for
each recipient each day or each week.2 This way, a fraudster who has sent a
letter to recipient R could re-use that indicia only for a second letter sent to
the same recipient R on the same day or week. Only in this rare case is re-
using not detectable. However, re-using can be detected if the second indicium is
compared to all previous indicia scanned by the postal services, which is possible
in logn time, where n is the number of all indicia previously scanned. The double
spending detection mechanism can reveal the fraudster’s identity, e.g., his postal
account, and appropriate measures can be taken. For example, the fraudster
could be charged a penalty fee and if he pays in time, his mail piece could be
delivered to the specified recipient. This specialized indicia currency can be used
in franking systems, because the postal accounting service knows all the specifics,
i.e., recipient, time of mailing, etc., anyway and can use them for verifying the
indicia. Thus we can meet the double spending prevention requirement
by properly customized indicia and the double spender detection and the
offline printing requirements by employing an offline e-cash scheme.

2 If this appears too weak against organized groups who are geographically distributed,
the sender’s mailing area could be used in addition to recipient address and time of
mailing.
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In order to achieve indicia unlinkability we use ideas from an untraceable
e-cash scheme by Brands [B93,B94,B96], where payment transactions cannot be
linked to corresponding withdrawal transactions. Thus, the postal service cannot
figure out which indicium corresponds to which postage download nor whether
two indicia originate from the same sender.

4 Notation and Definition

Since all the following protocols are based on the intractability of computing
discrete logarithms, the following definitions are useful. Let q be prime. Let Gq

be a family of finite, multiplicative, Abelian groups of order q. Furthermore,
let integral powers (gx with g ∈ Gq and x ∈ ZZ) be defined by iterated group
multiplication. Given a generator g ∈ Gq and a randomly chosen element z ∈ Gq,
the smallest non-negative integer x that satisfies z = gx is called the discrete
logarithm of z with respect to g, if such x exists. More generally, if g1, . . . , gl are
generators of Gq, then the tuple (x1, . . . , xl) is called a discrete representation
of z with respect to g1, . . . , gl if z =

∏l
i=1 gxi

i holds.
In the following we consider families of groups Gq that have efficient algo-

rithms for multiplying, choosing group elements uniformly at random and testing
equality, and in which computing discrete logarithms and discrete representa-
tions is hard, i.e., computing discrete logarithms and discrete representations is
not polynomial-time in the bitlength of q. Yet no candidates have been proven
to exist with respect to the latter requirement, but there are candidates for
which many believe that that the discrete logarithm assumption DLA and the
(discrete representation assumption DRA hold. Both assumptions are equivalent
[CHP91,B93].

One candidate for the family Gq are the large cyclic subgroups of the multi-
plicative groups ZZ∗

p of residues modulo a large prime p [S91]. Other candidates
are suitable elliptic curves over finite fields [MOV97,IEEE]; more precisely large
subgroups of prime order q of suitable elliptic curves. 3 It is generally believed
that computing discrete logarithms over a cyclic subgroup of residues modulo
a prime p of length 1024 bit is approximately as hard as computing “discrete
logarithms” over a suitable elliptic curve on an order the size of 160 bit [O99].
(We use quotation marks, because by convention, elliptic curves are written addi-
tively.) In the following, elliptic curve notation is obtained by replacing products
and powers in Gq by curve addition and scalar multiplication.

We denote protocols and algorithms by a declaration and a definition. A pro-
tocol declaration consists of (i) the formal output parameters, followed by (ii)
an assignment arrow, followed by (iii) the protocol name and (iv) the formal
input parameters in parenthesis. To enhance readability, all input and output
parameters of a participant are enclosed in square brackets labeled by the par-
ticipants initial. Values of formal input parameters are called private input or
3 Which elliptic curves are suitable is subject to ongoing research. By time of writing,

no super-singular or anomalous elliptic curves, or curves of high genus are suitable
because they have efficient algorithms to compute discrete logarithms [O99].

99Secure PC-Franking for Everyone



common input if these parameters are given to only one or to all participants
of the protocol. A protocol definition is denoted in matrix form. Actions of each
participant are listed in columns, and each column is labeled by its participants
name. Consecutive actions are displayed in consecutively numbered rows, which
are called the steps of the protocol.

Protocol actions are denoted by usual mathematical notation and a few spe-
cial symbols. Choosing an element uniformly at random from a set A and as-
signing it to a variable a is denoted a ∈R A. Evaluating an expression E and
assigning the result to a is denoted by a left arrow a ← E. By H we denote a
pseudo-random hash function [FS87] that, on input any binary string, returns
a value in ZZq. We relax the notation by allowing any number of arguments to
H meaning that their binary representations are concatenated and then fed to
H. Arithmetic operations are either in Gq, i.e., multiplication mod p or in ZZq,
i.e., addition and multiplication mod q. We omit the “(mod p)” and “(mod q)”
whenever the modulus is clear from the context. Transmitting the value of a vari-
able a from participant Alice to participant Bob is simply denoted by a labeled
arrow a−−→4 that stretches from Alice’s to Bob’s column. Calls of protocols or
algorithms are denoted as usual, i.e., by instantiating their formal parameters
with respective actual parameters. The phrase “proceed iff P ” with P a Boolean
predicate indicates that the protocol execution proceeds if and only if P holds.
Otherwise, the protocol is aborted and the participants return a corresponding
exception.

5 A Software Solution

Let g1, g2, G, G0 be four generators of Gq, which are chosen independently and
uniformly at random at system startup time. The postage server chooses a pri-
vate key x ∈ ZZ∗

q uniformly at random and computes the corresponding public
key y = Gx mod p. The values Gq, g1, g2, G, G0, y are publicly available.

The following proposal employs two types of currency. Pieces of postage,
which are downloaded off the postage server, and indicia, which are printed
onto the mail. Indicia occur in digital and printed form. The printed form is an
easy to scan graphical encoding of the digital form, e.g., a two-dimensional bar
code. Each piece of postage and each indicium has a monetary value, but indicia
constitute a more specialized currency in that they contain additional informa-
tion about the mailing recipient, the date and time of sending and possibly also
about the origin from where the indicium is sent.

Pieces of postage PoP are tuples (A, B, σ), where A, B are elements of Gq,
and σ = (z, a, b, r) is a digital signature from the domain Gq ×G2

q ×G2
q × ZZq.

A piece of postage is called valid if it satisfies the following predicate:

verifyPoP(y, A, B, (z, a, b, r)) ≡
(
Gr ?= (ya1)cb1 ∧ mr ?= (za2)cb2

)

where c = H(A, B, z, a, b) . (1)
4 We abstract here from essential fault-tolerant mechanisms like typing and (logically)

time-stamping messages.
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Indicia, in their digital form, are tuples (A, B, (z, a, b, r), s, rcpt, d/t), where
(A, B, (z, a, b, r)) is a piece of postage, s ∈ ZZ3

q , and the components rcpt , d/t de-
note the recipient and the date and time of the indicium. Additional data about
the sender may be included. An indicium is valid if it satisfies the following
predicate:

verifyInd(y, A, B, (z, a, b, r), s, rcpt, d/t) ≡
(
AB 6= 1 ∧ gs1

1 gs2
2 Gs3

0
?= ABc

)

where c = H(A, B, z, a, b, r, rcpt, d/t) (2)

5.1 Opening a Postal Account

Before a sender can open a postal account, she chooses a private digital identity
(u1, u2) ∈ ZZ∗2

q and computes her corresponding public digital identity I ←
gu1
1 gu2

2 mod p. She identifies herself to the postal services, e.g., by means of a
passport, and asks to open an electronic postal account I in her name. She
furthermore proves to know a representation of I with respect to the generators
g1, g2 by means of the following interactive proof of knowledge (Fig. 2). If the
postal service accepts her application and finds the protocol prove to succeed
(acc = TRUE), it binds I to the applicant’s name and makes this pair a new
entry in its account database.

([acc]P )← prove([u1, u2, I ]S, [I ]P )

Sender Postal Server
(1) Choose w1, w2 ∈R ZZq;

a← gw1
1 gw2

2 mod p
a−−→

(2)
c←−− c ∈R ZZ∗

q

(3) r1 ← cu1 + w1 mod q

r2 ← cu2 + w2 mod q
r1 ,r2−−→

(4) acc ≡ (gr1
1 gr2

2
?
= hca (mod p))

Fig. 2. Proving knowledge of a representation of I

5.2 Downloading a Piece of Postage

The postage server uses its private key x ∈ ZZ∗
q to provide pieces of postage. If

a sender I wants to download a piece of postage from her account, she performs
the following interactive protocol with the postage server. The identity I and the
postage server’s public key y are common inputs, and the postage server uses x
as private input. Finally in step (12), the sender can verify the resulting piece of
postage by using the verifying predicate (1).
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([A′, B′, α, β, σ′]S)← download([u1, u2, y, I ]S, [x, I ]P )

Postal Server Sender

(1)
([acc]P )← prove([u1, u2, I ]S, [I ]P )←−−−−−−−−−−−−−−−−−−−−−−−−−→

proceed iff acc
(2) Choose t ∈R ZZq u ∈R ZZ∗

q , v ∈R ZZq

(3) z ← (IG0)
x

(4) (a, b)← (Gt, (IG0)
t)

z,a,b−−→
(5) Choose ω ∈R ZZq, α ∈R ZZ3

q

(I ′, z′)← ((IG0)
ω, zω)

(6) A′ ← gα1
1 gα2

2 Gα3
0

β ← (u1ω − α1, u2ω − α2, ω − α3)

B′ ← gβ1
1 gβ2

2 Gβ3
0

{note that now: A′B′ = I ′ mod p}
(7) (a′, b′)← (augv , bωuI ′v)
(8) c′ ←H(A′, B′, z′, a′, b′)
(9)

c←−− c← c′
u

mod q

(10) r ← cx + t
r−−→

(11) r′ ← ru + v
(12) proceed iff verifyPoP(y, A′, B′, (z′, a′, b′, r′))
(13) σ′ ← (z′, a′, b′, r′)

Fig. 3. Downloading a Piece of Postage

In step (6), the sender splits the new identity I′ into two factors A′, B′ ∈
Gq for which she knows respective representations α1, α2, α3 and (β1, β2, β3) =
(u1ω − α1, u2ω − α2, ω − α3) with respect to g1, g2, G0.

5.3 Making Indicia

When the sender wants to send some mail, she chooses a suitable piece of postage
(A, B, α, β, σ) and computes the corresponding indicium5. The computation de-
pends on the recipient rcpt, the actual date and time d/t and possibly other
postal relevant data items (see Subsection 6.5). In addition to the piece of
postage, the sender also needs to input the representations α, β of A and B,
respectively (Figure 4).

5.4 Detecting Double Spenders

When a piece of mail passes the mail delivery system, the respective indicium
can be verified according to predicate (2).
5 Note that in the previous subsection, pieces of postage have been denoted as

(A′, B′, α, β,σ′), where the primes are used for technical reasons. From here on we
drop the primes
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(s)← indicium(A, B, α,β, (z, a, b, r), rcpt , d/t)

Sender
(1) c←H(A,B, z, a, b, r, rcpt , d/t)
(2) s = (s1, s2, s3), where si ← αi + cβi for i = 1, 2, 3

Fig. 4. Computing an Indicium

When a customer uses any downloaded piece of postage (A, B, (z, a, b, r)) to
print out more than one indicium, then the mail delivery system can detect the
fact of “double spending” by simply checking whether the components (A, B)
have occured in previous indicia. If so, we denote the challenges of the two
indicia as c1, c2 (cf. step (1)) in Fig. 4 and the corresponding s-components as
s1 = (s11, s12, s13) and s2 = (s21, s22, s23). (Note that each si is a triple of
numbers.) Then the mail delivery system can figure the double spender’s private
digital identity (u1, u2) as follows (Figure 5):

(u1, u2)← identifyDS(c1, s1, c2, s2)

Mail Delivery System

(1) (u1, u2)←
�

s11(c2−1)+s21(1−c1)
s13(c2−1)+s23(1−c1) mod q, s12(c2−1)+s22(1−c1)

s13(c2−1)+s23(1−c1) mod q
�

Fig. 5. Identifying a Double Spender

5.5 Remarks on Elliptic Curve Implementation

Koblitz has shown a very efficient method that picks a suitable curve of prime
order q and a point P at the same time [K87]. In this case, the elliptic curve is
cyclic and any point (except infinity) is a generator. Once, a generator P on the
curve is known, it is easy to compute more generators uniformly at random by
multiplying P by a randomly chosen integer a ∈ ZZq.

5.6 Security

The proposed implementation of an offline e-cash scheme follows ideas of Brands’
[B93,B94]. Applying his results ensures that the above scheme is effective and
meets unforgeability, double spending detection, unframeability and
indicia unlinkability. It also achieves offline printing because indicia can
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be produced and printed by the sender alone (see algorithm indicia). Unlike
Brands’ proposal using tamper resistant hardware to prevent double spending,
we only require that each indicium contains the recipient’s name, address or ZIP
and the date and time of producing the indicium. This works because these spe-
cific data items are known to the mail delivery system anyway and can therefore
be used to verify indicia.

6 Design and Performance Options

6.1 Multiple Denominations

The above scheme handles only one type of piece of postage, i.e., one denomi-
nation of postage, and at the same time, it handles only one denomination of
indicia. In practice, a small number of different denominations are desirable, e.g.,
24c, 33c, 60c, 1$, etc., and this set of denominations changes every time postage
rates are changed. One way to implement several denominations is to use a
number of different key pairs for the postage server. Each key then corresponds
to one denomination. An alternative was proposed by Brands. He suggests to
represent denominations in binary and to use a separate generator analogous to
G0 for each binary digit of the denomination. For example, if all denominations
between 1 and 255 cents may occur and we like to express a denomination of
v = 6010 cents, then the Postal Server can use eight generators G0, . . . , G7 in-
stead of only G0. In steps (3) and (4) of Figure 3 the Postal Server uses the
product I

∏7
i=0 Gvi

i instead of IG0 to build components z and b. Note that
(v7, . . . , v0) = (0, 0, 1, 1, 1, 1, 0, 0) is the binary representation of v. Analogously,
the Sender chooses A′, B′ in step (6) so that she can represent them according
to G7, . . . , G0.

The first alternative is preferable if the set of necessary denominations at each
time is relatively small. If the set is larger, then an equally large set of public keys
of the Postal Server must be managed. In this case, some additional computing
effort of the Postal Server (steps (3) and (4)) and of the Sender (step (6)) during
download is justified. The number of additional exponentiations is log m for the
postal server and 2 logm for the sender, where m is the maximum denomination.

6.2 Divisibility

With the above proposal, senders can download any number of pieces of postage
of any denominations available at the postage server. A straightforward imple-
mentation allows to use one at a time to print an indicium. It is more convenient
though if senders can produce indicia of denominations not necessarily the same
as those of the pieces of postage they have downloaded in the first place. One
option is to combine more than one denomination in one indiciumsimilar to con-
ventional stamps, which can be combined on an envelope. This is straightforward
and combinations are limited only by the bit capacity of printable indicia. The
above back of the envelope calculation indicates that there is probably room for
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more than one elliptic curve signature of the proposed system even in a 1 square
inch indicium. If that is not enough, 2 by 1 inch indicia might also be acceptable.

Another option is to obtain divisible pieces of postage that a sender can
download as a whole and later decide how to split them up. A solution has
been proposed by Brands[B93] for the e-cash scheme underlying our proposal in
Section5.

6.3 Graphical Requirements of Indicia

Indicia in digital form are tuples (A, B, (z, a, b, r), s, rcpt, d/t) of 5 elements from
Gq, namely A, B, z, a, b, 4 elements of ZZq , namely r, s1, s2, s3, and further data
items such as rcpt, d/t) each 32 bit long. If p is a 1024 bit prime, q at least 160
[O99] bit prime divisor of p − 1 and Gq is a subgroup of ZZ∗

p, then the digital
representation of an indicium is 5904 bits = 738 bytes long. Add 50 bytes of
plaintext for recipient address or ZIP, date and time, etc. [IBIP99o], then an
indicium must encode about 788 bytes. If a Data Matrix code of RVSI Acuity
CiMatrix (figure 1) is used (including suitable Reed-Salomon error correction
ECC200) [DM96], an indicium can be printed in one square inch at a resolution
of about 104 rows × 104 columns per inch, which corresponds to 4× 104 = 416
dpi. (Note that rows and columns need to be at least 3-4 dots wide, in order for
black unit elements to appear as squares rather than circles.) Alternatively, if
Gq is a suitable elliptic curve of an order the size 160 bit, i.e., where computing
discrete logarithms is assumed to be as hard as in the former example, then the
digital representation of an indicium is 1504 bits = 188 bytes long. Add again
50 bytes of plaintext, and an indicium must encode 238 bytes. Using the Data
Matrix code above, such an indicium can be printed in one square inch at a
minimum resolution of about 4× 128 = 256 dpi. This appears perfectly realistic
to reproduce with a standard inkjet printer at 300 dpi, let alone with a laser
printer. For comparison, to implement IBIP compliant indicia using ECDSA or
RSA signatures requires a minimum resolution of about 4 × 40 = 160 dpi or
4× 52 = 208 dpi respectively (see Table 1).

Table 1. Minimal Print and Scan Resolutions

size of indicium min. resolution

New over finite field 738 byte 416 dpi
proposal over elliptic curve 238 byte 256 dpi

IBIP RSA 178 byte 208 dpi
compliant ECDSA 90 byte 160 dpi

6.4 Storing and Refunding Pieces of Postage

Senders will usually feel more comfortable if they need not rely on their PC hard-
drives alone to store their pieces of postage. Regular backups by tape, diskette
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or Palmtop are the most conventional solution. Where smartcard readers are
available, smartcards can be used as a handy storage medium. Palmtops that
provide sufficient computing power and a printer interface on their own, could
also serve as a postage wallet themselves.

Pieces of postage that are not needed any longer can be returned to the
postage server by transmitting the indicia data electronically instead of printing
them out. Indicia printed in error can be sent in by conventional mail.

6.5 Copy Protection

The above proposal requires a huge distributed database in which the postal
services store and maintain all past indicia that are still not expired. Each time
an indicium is scanned off of a mailpiece it needs to be looked up in the database.
If it is found, then it is either identical to one that has been scanned before, or
it originates from the same piece of postage as another indicium that has been
scanned before. In the former case, an exact copy is found. In the latter case,
the attacking customer can be identified using Figure 5.

From the point of view of an attacker, Xerox copies of indicia are a no-risk
game. If they go undetected, the attacker has sent mail without paying, otherwise
at worst the mail is not delivered. This problem can be reduced by reading a
fingerprint of a mailpiece and including it in the indicium. In our solution, the
fingerprint can be used in addition to the recipient address and the time/date
stamp to produce the indicium (see operation indicium in Figure 4). Recent work
of Joshua Smith (http://www.escherlabs.com) uses the ridges at the surface
of a paper envelope to produce a unique fingerprint. This concept requires that
each customer must have additional equipment to scan the fingerprint of his
envelopes, and so must the mail delivery system be equipped. It is important to
note that it may be acceptable to apply a unique fingerprint to an envelope or
box by means of a label. In this case, an attacker can use a Xerox copy of an
indicium only if he removes the fingerprinting label from the original envelope to
re-apply it to the copy envelope. This might be acceptable because the indicium
works only for a given address ZIP code within a given time limit. The relabeling
attack works only if a sender S1 mails an envelope with fingerprint label L to
a recipient R, R physically returns the fingerprint label L together with the
indicium back to a sender S2, which may be different from S1, and finally S2

applies label L to a new envelope, copies the indicium onto this new envelope
and mails it to R within the time limit of the indicium. If the lifetime of an
indicium is strict enough, this burden for an attacker is probably not worth the
gain. In this case various hard to copy label technologies could be used such as
holograms, watermarks, imprints, etc.

7 IBIP in a Nutshell

The IBIP Program specifies an architecture for open and closed franking sys-
tems [IBIP99o,IBIP99c]. Both approaches are very similar and totally different
from the proposal above. In a nutshell, the IBIP architecture is as follows.
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Each customer basically holds a physical tamper responsive wallet, which
stores all postage for its customer. This wallet is called postal security device
(PSD) and it is intended to remain seated in the customer’s PC (open system)
or meter machine (closed system). Basically, each PSD houses a postage counter
and a private signature key, which is used to produce indicia. During download,
a PSD’s postage counter is incremented. Upon command of its customer and if
sufficient postage value is indicated by the internal counter, the PSD produces
an indicium by signing the postage value, the PSD ID, the sender’s ZIP code,
the postage counter content and a number of other data items with the PSD’s
individual indicium signing key. This data and signature are then encoded into
a 2-D bar code, which is easy and reliable to scan by the mail delivery sys-
tem when printed. Finally, the internal postage counter is decremented by the
amount of postage printed. The main difference between the open and closed
system architecture is that for open systems, indicia must contain the recipient
address or ZIP, whereas for closed systems they need not. This reveals the main
advantages of the proposed software solution:

1. No crypto device: Customers can simply use their normal PCs, Laptops
or PalmTops. No additional PSD, is needed. For cost reasons, mass market
availability and tamper responsiveness of PSDs are contradictory require-
ments. Striving for both means to constantly maintain the fragile balance
between cost and security, which probably results in frequent design changes
and little customer satisfaction and acceptance.

2. No FIPS certification of customer software: Customers are not
required to use any private key for a public or secret key cryptosystem, and
therefore the customer software needs no FIPS certification.

3. Minimal PKI: The senders and the mail delivery system only need to know
the postage servers’ public key(s). Both can lookup these keys at the postal
services’ webpage, and the respective Postal Services’ certificates can be
preloaded into the standard web browsers. In contrast, the IBIP Specification
requires senders to use their individual indicium signing keys, which implies
a significant amount of public key management.

4. No hardware assumption: The key assumption underlying the IBIP spec-
ification is that PSD’s cannot be tampered with. IBIP requires PSDs be FIPS
140-1 (level 3-4) certified. If an attacker should break a PSD anyway, he can
forge any amount of postage, and it will be very hard to even detect the fraud,
let alone to identify the attacker. In contrast, the key assumption underly-
ing the above software solution is a cryptographic assumption, which has
been established in 1991 by Chaum, Pedersen [CP92] and Brands [B94] and
has not been defeated since. The fundamental difference between a crypto-
graphic and a hardware assumption is that a cryptographic assumption can
be formally stated if not formally proven. A hardware assumption however
is principally unprovable and tends to invoke an arms’ race between those
looking for new hardware implementations they believe meet the assumption
and those who penetrate existing hardware implementations.
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As a result of these advantages, the cost of development, production and running
of the proposed software solution should be significantly below any IBIP com-
pliant implementation. The costly constraints imposed by IBIP [IBIP99o] on a
franking system architecture serve primarily the security interests of the postal
services, but must be paid for by the customers. Our software based solution is
probably more competitive because it serves the security requirements of both
postal services and customers better and reduces the price tag for the customer.
It is conceivable that this software solution escapes the low-cost-high-security
dilemma mentioned in the introduction.

8 Conclusion

We have proposed a software solution for open franking systems that is an ex-
tension of a well-known offline e-cash scheme proposed by Brands [B94] and later
used by the ESPRIT project Cafe [BBCM94]. The new solution also applies to
low-end postage meter machines that include the recipient address or ZIP within
the indicia. The new software solution is a) unforgeable, b) effectively discour-
ages double spending of downloaded postage, c) detects double use after the
fact, and gives c) unframeability and d) indicia unlinkability to the customer.
Unforgeability and double spending detection rely on a cryptographic assump-
tion, which stands since about a decade. The main advantages of this software
solution over the emerging IBIP Specification of the USPS are as follows: No
tamper responsive hardware is needed at the customer’s site, no full-blown pub-
lic key infrastructure is needed because customers do not use individual public
keys, and different levels of customer privacy up to strong indicia unlinkability
can be provided.

The proposed software solution also reveals that the IBIP Specifications
[IBIP99o,IBIP99c] by the US postal services are essentially an overspecifica-
tion. They prescribe a system architecture down to a level of detail such that
any implementation meeting the IBIP Specification is inherently vulnerable to
hardware tampering. Our software solution shows that the high level require-
ments of IBIP can be met by a non-compliant implementation that does not
observe the above vulnerability and in addition allows to give more privacy to
the customers. In terms of cost, IBIP compliant solutions are very likely to be
more expensive than the software solution proposed.

9 Acknowledgment

It is a pleasure for me to thank Andreas Wagner and Dieter Pauschinger for
introducing me to franking systems and for supporting this work in particular.
Dahlia Malkhi made interesting comments on an early version of this work.

References

[B93] Stefan Brands: An Efficient Off-line Electronic Cash System Based On The
Representation Problem; Centrum voor Wiskunde en Informatica, Com-

108 G. Bleumer



puter Science/Departement of Algorithmics and Architecture, Report CS-
R9323, March 1993.

[B94] Stefan Brands: Untraceable Off-line Cash in Wallet with Observers; Crypto
’93, LNCS 773, Springer-Verlag, Berlin 1994, 302-318.

[B96] Stefan Brands: Privacy-Protected Transfer of Electronic Information;
United States Patent 5,521,980, issued 05/28/1996.

[BBCM94] Jean-Paul Boly, et al: The ESPRIT Project CAFE High Security Digital
Payment Systems; ESORICS 94 (Third European Symposium on Research
in Computer Security), Brighton, LNCS 875, Springer-Verlag, Berlin 1994,
217-230.

[BC97] Stefan Brands, David Chaum: ’Minting’ electronic cash; IEEE Spectrum
34/2 (1997) 30-34.

[CHP91] David Chaum, Eugne van Heijst, Birgit Pfitzmann: Cryptographically
Strong Undeniable Signatures, Unconditionally Secure for the Signer;
Crypto ’91, LNCS 576, Springer-Verlag, Berlin 1992, 470-484.

[CP92] David Chaum, Torben Pryds Pedersen: Wallet Databases with Observers.
Crypto ’92, LNCS 740, Springer Verlag, Berlin 1993, 89-105.

[CP94] Ronald J. F. Cramer, Torben P. Pedersen: Improved Privacy in Wallets
with Observers (Extended Abstract); Eurocrypt ’93, LNCS 765, Springer-
Verlag, Berlin 1994, 329-343.

[DM96] ANSI/AIM BC11: International Symbology Specification - Data Matrix;
11/96, http://www.rvsi.com/cimatrix/DataMatrix.html

[FS87] Amos Fiat, Adi Shamir: How to Prove Yourself: Practical Solutions to
Identification and Signature Problems; Crypto ’86, LNCS 263, Springer-
Verlag, Berlin 1987, 186-194.

[IBIP99c] The United States Postal Services: Information-Based Indicia Program
(IBIP)—Performance Criteria For Information-Based Indicia and Security
Architecture For Closed IBI Postage Metering Systems (PCIBI-C); Draft
January 12, 1999, http://ibip.tteam.com/html/programdoc.html

[IBIP99o] The United States Postal Services: Information-Based Indicia Program
(IBIP)—Performance Criteria For Information-Based Indicia and Security
Architecture For Open IBI Postage Evidencing Systems (PCIBI-O); Draft
June 25, 1999, http://ibip.tteam.com/html/programdoc.html

[IEEE] IEEE P1363: Standard Specifications for Public-Key Cryptography;
http://grouper.ieee.org/groups/1363/

[K87] Neal Koblitz: A Course in Number Theory and Cryptography; Graduate
Texts in Mathematics GTM 114, Springer-Verlag, Berlin 1987.

[SN92] Sebastiaan von Solms, David Naccache: On Blind Signatures and Perfect
Crimes; Computers & Security 11/6 (1992) 581-583.

[MOV97] Alfred J. Menezes, Paul C. van Oorschot, Scott A. Vanstone: Handbook of
Applied Cryptography; CRC Press, Boca Raton 1997.

[O99] Andrew Odlyzko: Discrete Logarithms: The Past and the Future; Designs,
Codes, and Cryptography (1999).
http://www.research.att.com/ amo/doc/discrete.logs.future.ps
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Abstract. Nowadays, many organizations form dynamic partnerships to deal
effectively with market requirements. As companies use automated workflow
management systems (WFMSs) to control their processes, a way of linking
workflow processes in different organizations is required for turning the co-
operating companies into a seamless operating virtual enterprise. The
CrossFlow Esprit project aims at developing information technology for
advanced workflow support in dynamic virtual organizations with contract
based service trading. Contracts are necessary for flexible service outsourcing.
This paper presents contracts as the basis for finding suitable partners,
connecting WFMSs of different kinds, controlling outsourced workflow, and
sharing an abstraction of the workflow specification between partners.
CrossFlow contracts define the data, process, and conditions relevant to the co-
operation and the outsourced workflow process on an abstract level. This
information can be fed through an interface to the WFMSs of partners in a
virtual enterprise to automate the co-operation between the partners completely.

1 Introduction

In today�s businesses, the application of workflow management systems (WFMSs) is
widespread. The use of WFMSs ensures a well-structured and standardized handling
of processes within an organization. Traditionally, the emphasis of workflow
management has been on processes within the boundary of a single organization. In
the context of close co-operation between companies, where companies combine their
efforts and become virtual enterprises, processes crossing organizational boundaries
have to be supported. This implies extending the functionality of workflow support so
that workflow management systems in different organizations can be linked to
manage integrated cross-organizational processes. This extended workflow support
should be able to deal effectively with heterogeneous workflow environments, well-
specified levels of autonomy of partners in a virtual enterprise, and dynamic
formation of new and dismantling of existing collaborations.
A typical pattern of collaboration in virtual enterprises is that of service outsourcing.
In this pattern, an organization, called the service consumer, outsources part of its
process to another organization, called the service provider, to obtain a result
collaboratively. The resulting co-operation is called a virtual enterprise. In specific
business sectors (vertical markets), standard types of services exist. This opens the
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possibility of dynamic outsourcing of parts of processes. Based on a common
understanding of standard services, services to be outsourced can be exchanged on
electronic markets through service trading facilities. Parameterization of standard
services is necessary to cater for required flexibility in service enactment.
To enable flexible service trading, detailed contracts are required for both service
trading and service execution. These contracts provide the structure for specification
and parameterization of complex workflow-supported services. To link workflow
management systems properly in the enactment of outsourced services, these
contracts should not only specify static parameters of the service being traded, but
also service process structures and enactment clauses. Process structures allow a
mapping of service execution to workflow management systems on both service
consumer and service provider sides. High-level enactment clauses allow the
specification of additional execution characteristics, like monitoring quality of service
parameters or explicitly controlling outsourced services by the consumer.
To allow high-level, flexible enactment of dynamically specified services, an
infrastructure is required on top of traditional workflow management functionality
that can handle both contract making and contract enactment. To effectively match
the dynamic nature of contracts, this infrastructure should be dynamic as well. Its
configuration should be determined by the contents of the contracts. For this purpose,
a well-structured contract specification language is required. XML was chosen as the
basis for this language, as it allows the specification of complex structures.
In the CrossFlow ESPRIT project [10], contract-based support for cross-
organizational workflow is developed for dynamic virtual enterprise settings. Along
the lines presented in this paper, a conceptual contract model and contract
specification language have been developed to model and specify flexible
outsourcing. On top of a commercial workflow management system, a contract
making and contract enactment infrastructure has been designed to advertise contracts
via a trader, search for contracts matching outsourcing requirements, make contracts,
and enact services specified in contracts.
This paper focuses on the contract model and language developed in the CrossFlow
project. The contribution of this paper to the state of the art is threefold: it shows that
contracts are required for flexible workflow based outsourcing, it explains what form
contracts should have by describing a contract model and specification language, and
it shows the application of the approach in a real world context.
Below, we start with a discussion of related work, in which we position our work with
respect to other work in the fields of cross-organizational workflow management and
structured information exchange. In Section 3, we describe the context in which we
propose the use of contracts as the basis for cross-organizational workflow
management. The conceptual structure of contracts is discussed in Section 4. Here we
see how requirements from the context are mapped into a conceptual contract
structure. In Section 5, we show how this conceptual structure can be operationalized
into an XML-based contract specification language. Next, the application of contracts
in the CrossFlow project context is presented as a concrete application of our ideas.
We end the paper with conclusions and a description of future work.
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2 Related Work

In the past decade, workflow management technology has emerged as a basis for
structured process management [7]. The emphasis has mainly been on workflow
management in homogeneous environments within the boundaries of an organization.
With the advent of virtual enterprises and electronic commerce, however, cross-
organizational workflow management is attracting much attention these days [17].
Basic interoperability between WFMSs has been addressed by the Workflow
Management Coalition [21], but realistic virtual enterprise settings require more. The
FlowJet project at Hewlett-Packard aims at coupling various types of WFMSs in E-
business contexts [19]. Dynamic resource brokering is within the scope of the project,
but explicit contracts for detailed service specification are not considered. The WISE
project is comparable to FlowJet as it uses cross-organizational WFM technology for
business-to-business E-commerce scenarios [1]. Electronic trading of workflows is
also considered in other research efforts [4]. Our work distinguishes itself by the use
of contracts as fine-grain specifications of the workflows to be traded.
In the past, a substantial amount of effort has been dedicated to electronic description
and communication of structured information. Most notable are developments in the
context of EDI [3] and EDIFACT [5]. This work generally concentrates on electronic
exchange of product specifications, whereas our work focuses on trading, exchange
and enactment of service specifications, including execution characteristics. The work
in the XML community aims at structured information specification [8, 23]. We see
this as input to our work, as our contract specification language is based on XML.

3 Context

In this section, we discuss the context in which contracts for cross-organizational
workflow are used. First, we describe the concept of contracts. We will then describe
a case situation that we use as an illustration in the rest of the paper. Next, we give an
overview of the cross-organizational environment in which contracts are applied.
From concept and environment, the requirements for contracts follow. These
requirements are the basis for the conceptual contract structure presented in Section 4.

3.1 The Concept of Contracts

Contracts are needed in many types of business transactions. In the first place, the
contract should specify exactly the product or service to be exchanged in such a way
that buyer and seller know what they can expect and what is expected of them. In the
second place, a contract establishes the rules of the engagement. In case of
disagreements, the contract must contain information to judge who is right. Contract
making has been done and studied for centuries, so in itself this is nothing-new [2].
In a vertical market, where the same products or services are traded on a regular basis,
standard form contracts can be used [18]. These are contracts with standard wording,
leaving fields empty for specifying individual characteristics of each transaction. By
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using standard form contracts, making a contract is less complicated than when the
text of the entire contract has to be formulated with each agreement.
In this paper, we discuss contracts for dynamic outsourcing of workflow. We present
contracts that are an electronic variation of standard form contracts for trading
standardized workflow processes.  This electronic form offers more flexibility in
specifying contracts than traditional standard form contracts, as they can be
dynamically composed from contract elements.

3.2 Example

In order to clarify the following sections we present an example of a virtual
enterprise. This is a simplified version of one of the CrossFlow Scenarios and
illustrates the concepts in this paper well.
A mail order company uses a transport company to transport the ordered goods for
them. The basic process is depicted in Fig. 1a.
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Fig. 1a.  The mail order process Fig. 1b. Interaction in the mail order process

The mail order company takes the order of the customer and prepares a package
containing the goods that the customer has ordered. Then, the sending of the package
is outsourced to a provider. After the transport, the mail order company documents all
the information on the order in case complaints or questions arrive.
The mail order company wants to provide extra services for its clients. The company
wants to be able to inform their clients of the progress of the package delivery, should
they phone during the transportation of the package. Also, if a client decides to cancel
their order they want to be able to cancel the transport and have the package returned
to them as soon as possible. The mail order company expects the transporting
company to provide the possibilities for these extra services. The mail order company
wants to accomplish all this by connecting their workflow process to the process of
the transporting company, with interaction taking place during the execution of the
transporting process. This way, the companies form a virtual enterprise.
Fig. 1b shows the interaction between the consumer and the provider. The
transporting company requests the delivery address and the type of transport as input
for their process. It will send the route of the package to the mail order company, as
soon as it is planned. The mail order company can request the position of the package
during the transporting, which, together with the route, is an indication of the progress
of the package transport. The transporting company allows aborting the transport,
while the activity �Deliver� is not yet started. When the deliveryman is already on his
way to the destination address, they cannot contact him and ask to hold back a certain
package. During the entire process the consumer can request the state of the process.
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3.3 An Environment for Contracts

We focus on an environment where transactions take place between automated
systems. Contracts are used to define these transactions. The goal is to have a fully
automated co-operation that is set up and managed without human intervention. The
contracts are established automatically and interpreted by automated systems.
The product that is traded is a service implemented by a workflow process. The
automated systems on both sides are Workflow Management Systems (WFMSs),
extended with contract handling facilities such that they can deal with the outsourcing
interaction. On one side there is a consumer WFMS that wants to outsource a process,
on the other side a provider WFMS that can execute this process.
The outsourcing starts when the consumer WFMS notices that it must outsource part
of its process. In the mail order case, this happens when the process encounters the
activity �send package�. The consumer WFMS then, through its outsourcing
infrastructure sends out a contract search to an automatic matchmaker [12] that results
in a contract with a provider. Both the provider and consumer WFMS read from the
contract what is expected of them and start executing the process without human
intervention.
The resulting co-operation is not a direct co-operation on workflow level between the
WFMSs, in the sense that two workflows are connected directly through, for example,
a WfMC IF4 interface. The WfMC interface defines the requests and responses that
two workflow engines must exchange when interoperating across a network [22]. In
our case, the contract defines the interaction options, they are not fixed for all co-
operations in advance. Both WFMSs have a contract enactment infrastructure, which
can translate the relevant contract information into concepts that can be interpreted by
the WFMS. The level of co-operation is elevated to the level of the contract (Fig. 2).

WfMC

 IF4

Contract level

Workflow level

Consumer Provider

WorkflowWorkflow

Contract Contract

Fig. 2.   Contract and workflow levels

This is a flexible situation, which is required for dynamic outsourcing. If workflow
systems are connected directly, a static situation is created. By elevating the co-
operation to the contract level, new links can be made at any moment, without
reorganizing the basic workflow infrastructure. Such flexibility means, for example,
that different providers can be used each time a specific service is needed, depending
on the requirements and offers at that moment. It means that our mail order company
can use different providers, depending on which one of them has the best offer for
that particular destination and on that particular time. The implications of such an
environment for contracts are discussed in the next section.
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3.4 Requirements to Contracts

In order to have contracts that can be used as a basis for automatic co-operation, these
have to comply with several requirements:

Structured and complete contents. The contract must be searchable and
interpretable by electronic systems. This means the contract must have a clear
structure and use unambiguous naming conventions. Also, every interaction issue that
can possibly occur must be described in the contract.

Flexibility. The contract must be flexible in respect to usage and reusability. For
example it may be practical to reuse the same contract for multiple uses of a service.
The contract must also be flexible with respect to the enactment characteristics,
allowing adaptation of contracts to organizations and circumstances.

Heterogeneity. The WFMSs on both sides read, through the outsourcing
infrastructure, the specifics of the transaction from the contract. The contract should
therefore be stated in such a way that each WFMS on the market can map the contract
view to its own process specification language.

Encapsulation. The process specification in the contract should be an encapsulated
view on the process, leaving out implementation details and summarizing small
detailed activities as one larger activity. An abstracted high level description of the
process still allows the consumer to track the progress of the process and synchronize
its own activities with it, but hides details only of interest to the provider.

Fine-grained control. The contract must offer a way of describing the interactions
that are possible during the workflow process. Since these interactions may vary
depending on the phase of the process, the contract must be able to relate these
interaction options to the process stage.

Legality. The contract should be a legally binding document that defines the co-
operation between the companies. In case of conflict the contract should contain the
information for settlement.
With five basic contract elements these requirements can be met. These elements and
the way they are structured in the contract are described in the next section.

4 Contract Structure

From the requirements, five basic contract elements can be identified, which together
describe all aspects of automatic workflow outsourcing.  Fig. 3 shows the structure of
the contract. The contract elements are not independent, since they refer to each other.
How will become clear in the elaboration of the contract structure in Section 4.1-4.3.
The most interesting parts, the concept model, the process model, and the enactment
model are explained further in the next subsections. In addition to this there are the:
Usage model. The usage model defines manners in which the contract can be used.
The simplest case is where one contract is made to start one instance of the service
immediately. Other possibilities are contracts made to purchase multiple executions of
the service, or contracts made to reserve the resources of the provider for a service
execution at a later moment. The usage model describes the different usage
possibilities of the contract and their conditions.
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Natural Language Description. This is a piece of text that is not meant for electronic
interpretation, but for human reading. This text can be used to describe the service in
an understandable way and to refer to the legal context of the transaction.
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Fig. 3. contract structure in EER notation [6]

4.1 The Concept Model

The concept model establishes the terminology for the contract. This is the case in
traditional non-electronic contracts also, for example a statement: �Mr. X. who will be
referred to as CUSTOMER from now on�. In the rest of the contract the reader can
mentally substitute the name of Mr. X. every time the phrase CUSTOMER is used.
For our purpose, the concepts of the contract are defined as a list of parameters. The
parameters are defined with their name, type and a description. Such a list makes it
possible for the cross-organizational infrastructure to automatically read out this
information from the contract. The concept model consists of three parts:
•  General parameters, that are applicable to each contract.
This part standardizes contracts. It insures that parameters that are used in any service
always have the same name and structure, like CONSUMER, PROVIDER, and
SERVICENAME. Having this part makes it easier to search for a contract on
generally accepted terms.
•  Service specific parameters, applying only to a particular service.
Parameters like DELIVERY ADDRESS, PACKAGEWEIGHT, etc, will only be
applicable to a transport scenario. These parameters are necessary for the input of the
provider process, like in our process the delivery address and the transport type (see
Fig.2). The consumer should specify the values of these parameters in the contract, so
the provider process can read them from the contract and start the workflow instance.
•  Process variables, used for exchanging information during the service execution.
These parameters define workflow data that can be exchanged between the provider
and consumer during the workflow execution. An example of this is �ROUTE�, the
route is the result of the workflow activity �plan route�. The contract states that the
consumer will be notified of the value of this data item after it is established in the
�plan route� activity. The structure of this parameter is defined in the contract, even
though the value is not yet known. This information facilitates the automatic
intercepting and processing of the parameter by the consumer.
Elements of the concept model are used in other parts of the contract, like in the
process model, described in the next section.
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4.2 The Process Model

The contract contains a workflow specification of the traded process. This
specification ensures that both parties have the same view on the outsourced process.
The contract specification is an abstraction of the exact implementation of the process
on the provider�s side.  In our example, the activity �transport� undoubtedly has a
much more complicated internal structure. The transport company has well worked
out procedures for shipping a package, with activities like scanning packages, sorting
them, etc. These details, however, are not interesting to the consumer.
To comply with the heterogeneity requirement, the workflow specification must be
set in a language that allows mapping to any workflow specification model of a
particular WFMS. The Workflow Management Coalition (WfMC) process description
language is used for this [21].
The full WfMC workflow specification model contains activities, transitions,
workflow relevant data, roles, and application definitions. In the contract, we only use
activities and transitions to specify the process. This is sufficient information for the
consumer WFMS to track the process. The other aspects of the WfMC specification
language are of interest when a workflow must actually be implemented, but would
add unnecessary detail to the workflow specification in the contract.

4.3 The Enactment Model

The enactment clauses in the contract define additional functionality, required for
tight collaboration in a virtual enterprise, that is provided during the execution of the
process. These options go beyond a plain connection of two WFMSs and need
support from the connection infrastructure. These can include:
•  Control operations, allowing the consumer to exercise control on the running

provider�s workflow process. The consumer may ask to abort the process, pause it,
or rollback (part of) the process. In the transport scenario, the consumer can abort
the service before the activity �Deliver� has started.

•  Monitoring, allowing the consumer to observe data of the provider�s workflow
process during the execution.  This includes both active notifications of values by
the provider (push) and requests for information by the consumer (pull). In the
transport example, the value of ROUTE is pushed to the consumer, while the
consumer can pull the value of the POSITION of the package during the �transport
package� activity. This also shows how the enactment model refers both to the
concept model (the data items ROUTE and POSITION) and to the process model
(the �transport� activity).

•  Control of service flexibility, giving the consumer possibilities to adapt the
provider�s workflow. The consumer may ask to add an extra check in the process,
or leave out non-vital activities in order to comply with time constraints.

•  Other options, like workflow transaction mechanisms [20], offering the possibility
of cross-organizational workflow transactions, remuneration, offering mechanisms
for handling of service payments, or authentication, offering security mechanisms.

Enactment clauses are grouped into modules that can be added to and removed from
to the contract when they are applicable for a given context.
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5 Contract Specification Language

Basically, the contract is a highly structured electronic document that is transferred
between different kinds of information systems. The obvious language solution for
such a situation is XML, since XML is particularly designed to deliver structured
content over a network. In the next two sections we will explain how XML was used
as the basis for the contract language.

5.1 XML as the Basis for Contract Specification

XML is a markup language for documents containing structured information [23, 8].
XML is not unlike HTML, however in XML one can define one�s own tags. A
Document Type Definition (DTD) is used to define for a set of documents the tags,
the order of these tags, and the attributes belonging to those tags. An XML document
can be mapped to a tree structure, with elements consisting of other elements.
The contract model has been mapped to a contract DTD, establishing the content and
structure for all contracts. The root of the contract DTD is:
<!ELEMENT Contract (DataSection, NaturalLanguageDescr?, WorkFlow,
Enactment, UsageClauses? )>

This DTD fragment establishes that the contract consists of a data section, a natural
language description (optional), a workflow specification, an enactment specification,
and usage clauses (optional). Each element in the contract is specified into detail in
turn, defining a complete structure that all contracts must conform to.
However, a DTD alone cannot offer adequate constraints for specifying a complete
contract language. Additional constraints have been identified, for example
constraints that relate the attribute values of an element to its content. XML in itself
cannot impose constraints on text content within elements. These additional
constraints form, together with the DTD, the complete contract language.

5.2 Mapping the Conceptual Contract Structure to XML

In mapping the contract model to the contract language, explicit design decisions
were made to make the contract operationally more suitable. Some features defined as
attributes in the model were implemented as individual elements in the XML
structure, since it is for the co-operation infrastructure more straightforward to look
up explicit tags in the XML contract than to search for a specific value.
Below, the DTD specification of the workflow process, as discussed in Section 4.2, is
given. This structure is obtained by mapping its conceptual model into  XML.

<!ELEMENT WorkFlow (Activity | Transition )+ >
<!ELEMENT Activity (Name, Description?) >
<!ATTLIST Activity ActID ID #REQUIRED>
<!ELEMENT Name (#PCDATA) >
<!ELEMENT Description (#PCDATA) >
<!ELEMENT Transition (Name, Description?, To, From, Condition?)>
<!ATTLIST Transition TransID ID #REQUIRED>
<!ELEMENT To (ActRef) >
<!ELEMENT From (ActRef) >
<!ELEMENT Condition (#PCDATA | ParamRef | ActRef)*>
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<!ATTLIST Condition type CDATA #REQUIRED>
<!ELEMENT ActRef EMPTY >
<!ATTLIST ActRef ActID IDREF #REQUIRED>

Because of the encapsulation principle (see Sect. 3.3), this is a relatively simple DTD
fragment. The activities have an identifier attribute, to enable referring to them in the
rest of the document. The parameters, which are defined in the concept part of the
DTD, have this too. Conditions are attributed with a type in order to configure the
proper evaluators in the infrastructure. The conditions can refer to both activities and
parameters, enabling statements that refer to a particular state of an activity, or to a
parameter value. A condition language is an additional constraint to the contract
language, prescribing the statements that can be used in this mixed content element.

6 Contracts in CrossFlow

In this section, we explain how the contract model and language described in the
previous sections are developed and used in the CrossFlow ESPRIT project.
Seven European institutes form the consortium of the CrossFlow ESPRIT project
[24]. The project researches dynamic outsourcing of workflow processes. An
infrastructure is developed to connect workflow systems dynamically, based on
contracts. High level support is obtained by abstracting services and offering
advanced co-operation support.
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Fig. 4.  The CrossFlow architecture

The CrossFlow architecture supports both contract making and contract enactment.
The architecture uses commercial WFMS technology as a basis, shielded by an
interface layer from the CrossFlow technology. In the project, IBM�s MQSeries
Workflow is used [13]. The CrossFlow architecture is shown in Fig. 4.
The architecture is related to the contracts in the following way. On both sides of the
infrastructure, there is a contract manager that can contact the trader and make
contracts. A finished contract is interpreted on both the consumer and provider side
by the configuration manager. The configuration manager creates Co-operative
Service Support units (CSS�s), a coordinator and a Proxy Gateway (PG). The
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coordinator manages the communication between the CSS�s themselves, the
underlying workflow system and, through the PG, the opposite party. The underlying
WFMS is shielded from the CrossFlow architecture through an interface layer, the
Workflow Module (WM). The CSS�s can define a service by themselves, but can also
be supported by Back End Systems (BES).
Each participant has an Internal Enactment Specification (IES), that contains the
mapping from the contract language to infrastructure elements. With the IES the
configuration manager creates and configures the appropriate CSS modules, that will
support the enactment services. The IES on the provider�s side also contains the
mapping from the encapsulated contract process specification to the actual
implemented process on the provider�s side. This insures a consistent relation
between the contract process and the implemented process.

7 Conclusions

By the use of contracts, highly flexible dynamic outsourcing in virtual enterprises is
possible. Contracts enable flexibility in the outsourcing by moving the level of co-
operation to a higher level. By providing an abstracted view on the interaction on a
level above the basic workflow level, process details are shared between the co-
operation partners, offering more transparency than with a black box approach. This
abstraction approach results in the means to deal with heterogeneity, making this type
of co-operation available to WFMSs in general, and encapsulation, shielding private
provider details from the consumer and protecting the consumer from irrelevant
information. The contract can also serve as a legal basis for the transaction.
A contract language has been developed that can be used to define contracts that are
suitable for specifying fully automated outsourcing transactions. With this language,
all aspects of the interaction can be defined in a structured manner, making it possible
to set up and manage the co-operation infrastructure automatically. A prototype of
this infrastructure is under development in the CrossFlow project. In the CrossFlow
project, two real-life scenarios are used to demonstrate the approach: an insurance
scenario, where an insurance company outsources the damage assessment for car
accident claims, and a transport scenario, where a telecom company outsources the
distribution of mobile telephones.
In future, the model and language will be refined and extended, based on the
experience with the CrossFlow user scenarios. The CrossFlow prototype will be
implemented as proof of concept.  Contract enactment mechanisms will be developed
further. Tools will be developed to edit and create contracts, validate them, and
present contracts in an easily readable form.
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Abstract. We explore issues in providing support for information shar-
ing, negotiations and decision-making to distributed autonomous organi-
zations, grouped in alliances to improve their own ability to accomplish
customers' requests. In particular, we consider the case of an alliance
of printshops o�ering similar and/or complementary print competencies
and capabilities, competing but also collaborating with each other to
perform print jobs.
We present a typical scenario of the activities within such an alliance,
where the main task of the printshop managers is to schedule their port-
folio of jobs. We then introduce a multi-agent architecture, called Al-

lianceNet, allowing a manager to exibly negotiate with the allied print-
shops some jobs that s/he cannot or does not wish to perform locally.
The purpose of the agents in AllianceNet is not to replace the printshop
managers, but rather to assist them in the decision process by making
available the information needed in the negotiations and by automat-
ing the tasks implementing the committed decisions. In particular, we
discuss the kind of information used and shared among printshops, the
support o�ered to printshop managers to make informed decisions and
to consistently enact and monitor their execution.

Keywords: Negotiation, Protocols, Decentralized systems, Agent models and
architecture, \Business-to-business" electronic commerce.

1 Introduction

We explore issues in providing support for information sharing, negotiations and
decision-making to distributed autonomous organizations grouped in alliances.
We consider here alliances of organizations o�ering similar and/or complemen-
tary competencies and capabilities, competing but also collaborating with each
other to improve their own ability to accomplish customers' requests. In partic-
ular, we are interested in an alliance of printshops executing print jobs (simply
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called jobs in the sequel). Each printshop may act sometimes as an \outsourcing"
entity, submitting job requests to other printshops in the alliance, and sometimes
as an \insourcing" entity, accepting such requests. In fact, the interactions we
consider between the printshops are very general \business-to-business" inter-
actions, so that our approach applies to any alliance of organizations, whatever
their domain (the case of printshops has been chosen mainly because of its close
links to Xerox core business).

The collaborations within an alliance can be partially formalized and auto-
mated as workows, but they cannot be satisfactorily modeled by simple activity
diagrams with rigid dependencies de�ning only synchronizations and ordering
between \blackbox"-like activities. More realistically, the printshop managers
should be exibly supported in scheduling and negotiating their portfolio of
jobs. For example, a printshop manager may wish to outsource a job and then
select, among the printshops making insourcing o�ers, those providing the best
cost/color-quality performance ratio. Also, the manager of an insourcing print-
shop may need to re-negotiate with the outsourcing printshop the commitment
for a job, e.g. for changing a deadline. To be successful, an information tech-
nology tool supporting such an alliance should satisfy two constraints: it should
be non-disruptive, i.e. respect the actual work practice, and at the same time it
should create new opportunities.

Printshops in an alliance are fully autonomous organizations and, as such,
each of them is responsible for managing its own jobs and resources. This pre-
cludes a straightforward approach to the management of the alliance, in which
each partner is requested to declare to the alliance all its available resources
(both human and machines), and the alliance handles all the customer requests,
splitting and dispatching them in an optimal way among the di�erent partners,
using, for example, planning and job-shop scheduling techniques. Indeed, this
highly centralized approach, based on a \super-scheduler", is not adapted to the
situation we consider for several reasons: (i) given the competitive context, the
printshop managers are unlikely to give up control over their job portfolio and
their resources; (ii) many decisions on how to best manage the jobs in a print-
shop must take into account information that can only be provided by the people
working in that printshop itself: this information comes from their experience
and the printshop local interests and is di�cult to formalize and integrate in
a super-scheduler; (iii) a \super-scheduler" solution in a distributed context is
usually di�cult to scale-up and to evolve dynamically.

Sec. 2 describes in more details the activities of a single printshop and its
interactions with the alliance. Sec. 3 introduces a multi-agent architecture, called
AllianceNet, supporting the negotiations occurring in the scenario previously
described. In particular, we discuss the kind of information used and shared
among printshops, the support o�ered to printshop managers to make informed
decisions and to consistently enact and monitor their execution. Sec. 4 describes
our current directions of investigations.
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2 A Printshop Alliance Scenario

The following scenario is a simpli�ed, though non-trivial description of the ac-
tivities in a printshop including its interactions with the customers and possibly
with other printshops. Building upon the description of a variety of print work
processes (in [6] and [4]), we have de�ned a model for printshop activities which
could be modi�ed to encompass/exclude some activities and re�ne role assign-
ments, but which attempts to model signi�cant kinds of behaviors.

A printshop may receive print requests from both customers and other print-
shops (outsourcing requests in the latter case). Conversely, the printshop man-
ager maywish to outsource some of her/his jobs, totally or in part, to the alliance.
When a print request reaches the printshop with given parameters (e.g. dead-
line), a �rst estimation is established. The manager analyses the job description
to understand how it can be accomplished, taking into account the current job
schedule, the availability of the resources, and trying to optimize the global cost.
Existing ad-hoc scheduling tools can be used here. Based on the results of this
evaluation, the manager decides either to reject or to accept the print request. In
the former case, the negative decision is communicated to the requester. In the
latter case, the job has to be allocated. If the current schedule of the printshop
allows inclusion of the new job, the manager may decide to perform it locally.
However, it may be possible that the job cannot be locally performed (at least
not as a block), given the requirements, the printshop resource availability and
technical capabilities. For example, if the request includes a color print and the
printshop has only black and white printers, then at least the part requiring a
color printer should be outsourced. Moreover, even if the execution of the job is
consistent with the printshop schedule and equipment, the manager might still
decide to outsource (part of) the job, for example, in order to save some of the
available resources for a job currently under negotiation with a major customer.

If the manager decides that (part of) the job has to be performed remotely,
(s)he will start a negotiation with the partner printshops. The outcome of a
negotiation can be \success" (the job was fully outsourced), \failure" (no out-
sourcing agreement could be reached) or \partial" (only part of the job could
be outsourced). An elementary negotiation scheme relies on an \invitation to
tender". The manager decides if and how to split the job into slots and noti�es
the other printshops in the alliance about the outsourcing requests for the dif-
ferent slots. The manager collects quotations from partner printshops, evaluates
them and chooses a solution. The outsourced job (or slots) is (are) then sent
to the selected insourcer(s). If no \good" solution is found, the manager may
accept a sub-optimal o�er anyway (and possibly face delays), or re-allocate local
resources in order to perform the job locally, or revise the splitting of the job.
In any case, the process of choosing a solution is far from trivial and we do not
try here to automate it (using so called \intelligent" agents). Once a solution is
adopted, it must be implemented and monitored.

The main requirement for the architecture is that it must o�er a lot of exi-
bility in the negotiations occurring in the scenario described above. The manager
of a printshop is responsible for issuing the quotations and for allocating the jobs
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of that printshop. So, (s)he needs to make informed decisions based upon the
estimations, the job schedule of the printshop and the knowledge (s)he has about
the other printshops technical capabilities and actual resources availabilities.

The manager should be able to negotiate jobs in several ways, and choose a
negotiation model on a case by case basis. For example, if a job cannot be per-
formed as a unique block, the manager must split the job and make outsourcing
requests of (some of) the pieces. The splitting may be decided a priori, on the
basis of the structure of the job, and thus entirely precede the submission of the
outsourcing requests, but, more realistically, the two processes have to occur in
parallel, the splitting being revised as potential insourcers produce o�ers.

The manager may also need to re-negotiate the commitment for a job, e.g.
when a customer changes requirements and the manager has already commit-
ted with an insourcing printshop, or when an insourcing printshop is unable to
respect a deadline.

3 An Architecture for AllianceNet

The architecture described here mainly focus on the distributed negotiation as-
pects of the previous scenario.

3.1 The Agent Infrastructure

We consider a distributed architecture (Figure 1) where each printshop is a site
at a node of the network, allowing collaboration among them. The alliance itself
may have resources of its own, to store the state of the negotiations, which
may be dispatched on some of the partners' sites, or at some distinct alliance
speci�c sites. Other partners in the alliance, which are not printshops but o�er
complementary services, are also represented as di�erent sites.

Several kinds of existing tools can support a printshop manager when issuing
job quotation and managing the job schedules. For example, in a UK commercial
printshop, the manager and her/his collaborators make use of a forward loading
board, as reported in the case study in [4]. Another possibility could be to adopt
a simulation tool like Zippin [2], that allows to simulate job schedules with
alternative con�gurations for jobs and resources and to evaluate bene�ts and
drawbacks. In all cases, the architecture must be able to integrate existing tools
which may not have been developed according to its own model. A coordination
infrastructure, with wrapping capabilities, is thus needed.

In the case study cited above, negotiations among printshops are performed
by non computer supported means, e.g. through telephone calls between print-
shop managers. On the contrary, our architecture seeks to provide the managers
with a computer support for exible negotiations. The idea is to bene�t from the
distributed setting to create a computer supported \market" inside the alliance.
In AllianceNet, this market is modeled by business objects and business rules
implemented on an agent based virtual enterprise development platform called
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CLF [1]. CLF o�ers two major features that are adapted to our needs: a library
of business objects and a portable scripting language.

CLF (and in particular its subsystem called Mekano [1]) o�ers a library of
ready-made customizable business objects, as well as facilities to devise new ob-
jects without starting from scratch. These new objects can then be integrated
into Mekano for later re-use. Compared to other platforms with similar goals,
such as Jini, Enterprise Java Beans or Corba, the main characteristic of CLF is
that it is built around a rich object model (\objects as resource managers") in
which basic features enabling negotiation are accounted for at the lowest inter-
action protocol level, through eight interaction \verbs" (a la KQML) similar to
speech acts as found in many agent models. There are two main classes of verbs,
allowing respectively to search for distributed resources and to consistently en-
act distributed resource manipulations. The sequencing of the verb occurrences
must conform to a correctness criterion, and a state diagram captures the possi-
ble states of the participants in an interaction and their transitions (a classical
technique to specify negotiation protocols, e.g. see [7, 9]). The complexity of the
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diagram is hidden to the programmer by a set of tools provided by the Mekano
library.

We make use of the following CLF objects. For each printshop, a CLF Print-

shop object (new to Mekano) manages job descriptions and time slots, held
as resources. A general description of each partner printshop in the alliance is
made available through a CLF Yellow pages object (customized from an exist-
ing Mekano component), which is an alliance-level object. It is thus possible
to search for and establish connections with any printshop in the alliance on
the basis of its capabilities (e.g. its equipments). Dynamic registration or de-
registration of printshops in/from the alliance is directly accounted for by the
CLF object model and does not require special treatment. CLF \Fast Delivery"
objects o�er distributed delivery services and a CLF \Payment Mediator" ob-
ject provides payment facilities [1]. These two kinds of objects are provided by
Mekano (but not yet integrated in our prototype).

3.2 Negotiation using CLF Scripts

One of the most salient feature of CLF is its powerful coordination facilities, pro-
vided by a highly portable scripting language, adapted to describe business rules.
Interpreters of this language are CLF objects called coordinators which manipu-
late rule-based scripts as resources, allowing reexivity and a lot of exibility in
the organization of the interactions between the partners of the alliance (for out-
sourcing, insourcing, job splitting and services combinations, e.g. printing and
delivering). We outline here the scripts used in our prototype to support some
forms of negotiation. For lack of space, we cannot describe in detail the general
behavior of CLF scripts. The interested reader is referred to [1]. Basically, CLF
scripts are made of rules which have a purely declarative interpretation in terms
of resource manipulations (see the examples below), together with a correspond-
ing operational interpretation that makes use of the resource oriented primitives
o�ered by the CLF protocol (the eight verbs). Not surprisingly, rules have of-
ten been used for the exible coordination of tasks in workow management or
transactions in federated databases.

For example, a simple outsourcing mechanism is implemented in CLF by the
following rule:

JobRequest(job) @ Partner(job,dest) @

Offer(dest, job, offer) @ Accept(job, dest, offer)

<>- OutJob(job, dest, offer)

This rule asynchronously builds a search-tree of all the possibilities to outsource
a job request, and enacts one of them. The left-hand side of the rule (left of <>-)
speci�es the resources needed (in combination) to achieve outsourcing: (i) a job
to outsource: JobRequest provided by a PrintShop agent, (ii) a partner print-
shop that could potentially insource the job: Partner provided by the Yellow

pages agent, (iii) an o�er: Offer made by that partner for that job, and (iv)
an acceptance of that o�er: Accept generated by the partner who initiated the
outsourcing. All these resources are searched in their respective agents using the
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search capabilities of the CLF protocol. During this search phase, the agents may
asynchronously provide an unbounded number of resources to match the tokens
in the rule: for example, the Yellow page agent may return a stream of potential
partners that are a-priori suitable for the job, and may asynchronously �ll the
stream as new partners join the alliance or change their description. Hence, the
execution of the rule builds a search tree, with new branches being created each
time a new matching resource is found. When one branch is complete, the enact-
ment capabilities of the CLF protocol are used to ensure the atomic consumption
of the resources. Each agent is asked to reserve (if possible) the resource it re-
turned in this branch of the search phase, and if all the reservations succeed, they
are all con�rmed, otherwise the transaction (for that branch) is aborted, but the
other branches are still concurrently active. This allows to account for missing
resources, which are available at search time but not anymore at enactment time,
e.g. a job request which was �nally allocated locally instead of outsourced, or an
o�er which relied on a machine which then became out-of-order, or a printshop
that retracted from the alliance, etc. Other verbs of the CLF protocol are used
to propagate failure information in the construction of the search tree (and thus
avoid developing branches that are doomed to fail), and to notify the successful
enactment of a branch (insertion of the OutJob resource on the right-hand side
of the rule).

A printshop manager may also wish to split jobs into slots and outsource
them separately. This could be done by a new rule for the splitting and the rule
above for the outsourcing. However, that would force the decision to split or not
to be taken a-priori. Instead, a manager may wish to try at the same time to
outsource the job as one block and by pieces, making sure of course that in the
end, only one of the two solutions is actually adopted. This is realized by the
following CLF script, which fully exploits the transactional facilities of the CLF
protocol.

JobRequest(job) @ SplitJob(job, part1, part2) @

Partner(part1, dest1) @ Offer(dest1, part1, offer1) @

Partner(part2, dest2) @ Offer(dest2, part2, offer2) @

Accept(part1, dest1, offer1) @ Accept(part2, dest2, offer2)

<>- OutJob(part1, dest1, offer1) @ OutJob(part2, dest2, offer2)

This rule can (and will) safely run in parallel with the previous rule for the non-
splitting case. Indeed, the splitting rule will be e�ectively enacted for a given
job only if insourcers for both pieces of the split job are found and accepted by
the outsourcer. If the splitting rule is �nally enacted, the JobRequest resource
is removed, thus disabling the non-splitting rule for that job (and vice-versa).
Also, several resources may match the SplitJob token in the rule, corresponding
to di�erent ways to split the job, e.g. by the bulk, or according to the structure
of the job (coversheet vs content or color pictures vs black and white text). All
these possibilities will be explored in parallel in the construction of the search
tree, but again, in the end, at most one possibility will be e�ectively enacted.

Other mechanisms for outsourcing jobs can as easily be implemented using
CLF scripts. For example, the \Dutch auction" mechanism can be captured by
a slight modi�cation of the above scripts. Consider the case without splitting.
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In a Dutch auction session, the outsourcer publishes the information concerning
the job to be outsourced, as in the previous case, but instead of waiting for
insourcing o�ers, it also publishes a proposed bargain for the job. Potential
insourcers may then accept the bargain as such, and the �rst one to do so gets
it. If the bargain is not taken by anyone, the outsourcer may then revise it
and propose a new bargain (eventually with more appealing conditions). The
following script implements such a behavior.

JobRequestDA(job,bargain) @ Partner(job,dest) @

@ AcceptDA(job, dest, bargain)

<>- OutJob(job, dest, offer)

Here, the resources involved are: (i) a job to outsource under the Dutch auction
mechanism, together with a bargain: JobRequestDA provided by a PrintShop

agent, (ii) a partner printshop that could potentially insource the job: Partner
provided by the Yellow pages agent, (iii) an acceptance of the bargain attached
to the initial request: AcceptDA generated by the partner who potentially wishes
to insource the job.

The CLF scripts given above can be re�ned, customized at each partner
site. That can even be done dynamically while the system is running, using
the reective features of CLF that allow to manipulate scripts as resources. It
is thus very easy to de-activate a rule and activate a new, replacement rule.
For instance, the splitting rule could thus be dynamically replaced by a variant
in which a control token is inserted in the left-hand side, making some basic
automatic cross-checks on the o�ers made by the partners. Again, the resource-
oriented transactional semantics of the CLF ensures that the de-activation of
a rule does not generate inconsistencies: de-activation of a rule is treated as a
missing resource.

Rules can also be combined in various ways, to achieve more complex behav-
iors, e.g. heterogeneous splitting where a job is split and one part is outsourced
under the Dutch auction mechanism while the other part is outsourced by the
usual mechanism; or arbitrary joining of jobs, where two, a priori independent
jobs are joined together to be considered as one outsourcing job request.

3.3 The Printshop Manager Interface

Figure 2 shows the interface for a printshop manager in the alliance. It shows the
local jobs (\List of my jobs") and the job requests issued by remote printshops
(\Job requests from partners"). Jobs that are intended to be done locally or
jobs for which job requests have not yet been de�ned, are shown as type \J" in
the \List of my jobs". Jobs for which the manager has issued a job request are
shown as type \JR". Upon selection of a job from the list, the interface displays
details about that job.

In the case of a \Job request" (type JR), the detailed view includes the list of
the o�ers for that request (if any) made by the alliance partners. For example,
in Figure 2 the job job01 has been selected and the corresponding detailed view
has been displayed. This view allows the manager to: (1) accept an o�er; or (2)
retrieve the job; or (3) split it.
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Fig. 2. The User Interface: Viewing partners' proposals for an outsourced job

If the manager accepts an o�er, the job is assigned to the partner who made
that o�er (the job entry in the \List of my jobs" view is removed and the job
appears in the partner's \List of my jobs" view). If the manager retrieves the job
then the corresponding job request is removed and the job becomes a local job
(the job status in the \List of my jobs" changes to \J"). Finally, if the manager
splits the job in two slots, two new corresponding requests are created (see job02
in Figure 2). The non-split job request is not removed, so that the manager can
still choose between splitting or non-splitting o�ers. Of course, if one of the two
alternatives is accepted and succeeds, the other one disappears from the view.
In that case, if the manager mistakenly accepts the other alternative before it
disappears (which may happen given the asynchronous infrastructure), (s)he will
anyway be noti�ed of the error since the transaction will abort (the job request
is already consumed).

In the case of a local job (type J), the detailed view shows a description of the
selected job and allows the manager to turn it into a job request for outsourcing.

Finally, the \Job request from partners" view shows information about the
job requests sent by the other printshops in the alliance (e.g. the printshop that
made the request). Upon selection of a remote request from this list, a detailed
view of the job is displayed that allows the manager to: (1) see the o�ers (s)he
already made (if any) for that request (but not proposals from other partners,
thus preserving con�dentiality); (2) make an o�er or a new o�er; and (3) delete
a previous o�er.
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4 Perspectives

The basic negotiation mechanism illustrated in the previous section is essentially
an extension of the Contract Net protocol [12] (or similar mechanisms such as
the Dutch Auction) with transactional facilities, which enable the coordinated
execution of a collection of concurrent, interdependent Contract Nets (e.g., in
the case of splitting, there are Contract Nets for the job request as a whole and
for the pieces).

However, each Contract Net, in the system presented here, is rather rudi-
mentary, in that the end decision in the protocol is made on the basis of the
o�ers that have been received, with a priori no possibility to request revisions
of the o�ers (e.g. to make counter-o�ers, as in [8]), except of course by outside
means, such as direct (e.g. phone) conversations between the printshop man-
agers. The �rst step to overcome this limitation is to re�ne the structure of
the o�ers and replace them by negotiation objects. The most simple negotiation
object is a price: an outsourcing request speci�es the description of a job and
the insourcing o�ers specify a price. But negotiation objects may be more so-
phisticated. They may include re�nements of the speci�cation wherever it was
left free (e.g. color quality or price range), thus allowing unbounded chains of
successive re�nements. The re�nement process is multi-phase and based, again,
on speech acts [5]. At each stage, the negotiation may progress in two ways:
either by re�ning the negotiation object, or by simply giving it up and replac-
ing it by several alternative negotiation objects (e.g. black-and-white in two
days or color in three) which may then be negotiated concurrently. Thus, we
still have a search tree, developed asynchronously, whose branches represent the
di�erent ways to proceed. The transactional semantics ensures that only one
solution will be selected at the end. Inactive branches of negotiation may be
saved, so as to be re-activated in case of re-negotiation. Thus, we move from a
uni-directional \announce/collect/decide" paradigm to a multi-directional \an-
nounce/re�ne/decide" paradigm.

Note that the re�nement process for negotiation objects is similar to propaga-
tion in distributed constraint satisfaction [13,11]. No deep assumption is made
here about the nature of the propagated information. In usual DCSP, it may
be choices of value or no-goods, propagated according to a static or dynamic
prioritization on the agents [3]. Here, the propagated information, held by the
negotiation objects, is de�ned in a negotiation language, known to all the part-
ners in the alliance, e.g. capable of constraining prices, print quality, deadlines,
delivering conditions, etc. The negotiation object could also include a history of
its evolution, and not only static attribute-value informations. This would allow
to constrain not only the values of the attributes concerning the job at hand,
but also the ordering in which decisions about that job have been taken. Finally,
the ordering of the propagations itself could be constrained by some negotiation
protocols known to all the partners in the alliance (e.g. turn-taking or master-
slave propagation; see [10] for a detailed investigation of these schemas), and
which could themselves be negotiated.
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5 Conclusion

In this paper, we have presented an infrastructure providing support for in-
formation sharing, negotiations and decision-making to distributed autonomous
organizations, grouped in alliances. Flexibility, an absolute requirement in this
context, is achieved by combining techniques coming mainly from three di�erent
domains: (i) multi-agent systems, (ii) (relaxed) transaction models and work-
ows, (iii) (distributed) constraint satisfaction.
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Abstract. This paper addresses the problem of inter-enterprise trans-

action authorization, as required when an employee of one organization

commissions work to another organization. On receiving an order from

another organization, a company wants to be sure that the sender is

actually entitled to do so within his or her organization. The MIERA

scheme can be used for both intra- and inter-enterprise authorization

and bases the decisions on roles. We de�ne an authorization tree for a

transaction type that determines which combination of roles can autho-

rize such transactions. This tree allows the order-receiving organization

to verify whether the order-sending employee was properly authorized.

1 Introduction

Traditionally, authorization was considered a security service that controls who
may access resources and in what manner. This service is implemented via an
access control matrix [1] or a related concept such as access control lists [2]
or capabilities [3]. These mechanisms typically assume that �ne-grained control
over resources is required, such as explicitly specifying which users can read a
given �le F , which group can write to F and so on. This approach is referred
to as the subject-object paradigm [1, 4], which speci�es access control in terms
of (s; o; a) triples (subject, object, access rights) and is commonly integrated
quite closely with the underlying operating system. Whereas this model is ap-
propriate for single or closed systems, the subject-object paradigm is less suited
to distributed and general e-commerce applications which require authorization
decisions based on non-local information and credentials [5, 6]. Considering an
inter-enterprise workow application, authorization is more likely to be based
on a combination of general policies, company aÆliation, roles, group privileges,
delegated rights, location information and possibly third-party credentials rather
than on read/write �le permissions, for example [5, 7].

1.1 Transaction Authorization between Organizations

A major issue is to determine how credentials (or authorization attributes) issued
in one security domain (say company A) are to be interpreted in another distinct
? Simon Kramer stayed with the IBM Zurich Research Laboratory as a summer stu-
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security domain (say company B). Security frameworks such as Kerberos [8, 9],
OSF DCE and Sesame [10, 11] permit trust relationships to be speci�ed between
domains. Whereas such a solution is potentially feasible in controlled environ-
ments such as between departments of one company, the business-to-business
e-commerce promotes access to services where no standard authorization at-
tributes exist. For these environments the trend is towards service requestors
providing their credentials to service providers who decide whether the request
is authorized based on the credentials supplied and a given access policy [12{15].
Much of the emphasis on credentials coincides with the introduction of public
key cryptography [16], which permits authorities to issue statements that can
be digitally signed and veri�ed at the time of presentation. Attribute certi�cates
[17] are a means of collecting authorization attributes into a format similar to
the standard X.509 certi�cate for representing public keys [18].

The approach to distributed authorization that we take in this paper is to
consider the middle ground between all service requestors and providers agreeing
on common authorization attributes on the one hand, and service requestors
processing arbitrary requestor credentials on the other. For example, consider
the scenario in which two companies|A and B|have a formal agreement for
making business transactions. In the context of this paper we use the term
transaction for any legally binding action between organizations, such as an
o�er or an order. We denote the possible set of transaction types between A and
B by T (A;B) = fT1; T2; : : : ; Tng, where for example T 2 T (A;B) may denote
T �! \purchase X units of product Y at price P per unit".

We assume that the transaction types denoted by the set T (A;B) are general,
and that when the particular transaction takes places, additional details beyond
those given in the transaction descriptions of T (A;B) must be provided. A typi-
cal situation would be for a person UA from company A to receive a transaction
of type T 2 T (A;B) from a person UB , who purports to be from company B.
As the request originates from a public network, there are several security issues
that UA may consider:
{ Should the details of transaction T (A;B) be con�dential and encoded for
integrity?

{ How can one verify that the person UB requesting the transaction is in fact
an employee of company B?

{ Even if it is known that the person requesting the transaction is UB from
company B, how can it be veri�ed that UB is authorized to request such a
transaction for the given values of X; Y and P ?
The �rst two points are addressed by standard security protocols and cryp-

tographic algorithms [16]. In particular, with public key cryptography each user
U can be issued with one or several certi�cates [18] that can be used to demon-
strate their identity (and employer) through the use of digital signatures [16]. In
this paper we address the point of authorization of the transaction.

From a legal point of view, many countries maintain company registers that
(among other things) list the employees who are entitled to act legally on behalf
of an organization. If a transaction is signed by a registered employee it is legally
enforceable by transaction partners. However, this is usually only a very small
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group of people, e.g. the CEO and senior management. Daily business would be
bottlenecked if every little purchase transaction must be signed by a member of
this group. Therefore, senior management sets up internal authorization rules
that must be observed to reduce their own authorization work, and authorize em-
ployees to send orders if they adhere to these rules. However, the order-accepting
person must trust the order-sending person in good faith. In an e-business en-
vironment our problem is: How can a transaction requestor (UB) convince a
transaction veri�er (UA) that the requestor is authorized to request a speci�c
transaction T ? We call this the transaction authorization problem (TAP).

1.2 The Problem of Interpreting of Authorization Information

Let us assume that UA is Alice and UB is Bob. We expect that the authoriza-
tion information obtained by Bob to request T is speci�c to his company and,
more than likely, not meaningful to Alice. For example, Bob may have discussed
the transaction details with his manager and department head, and lastly some-
one from the purchasing department, who all agreed that he could request the
transaction from company A. Alice will then receive the transaction details from
Bob along with some indication that the transaction was approved by people in
company B assuming the roles of \manager", \department head" and \represen-
tative of purchasing department". Alice has to believe that the consent of these
three people in the stated roles constitutes authorization for the transaction.

Thus we see that the TAP consists of two distinct but related problems. The
�rst is that before Bob can send the transaction to company A, he must follow
local procedures in his company to obtain authorization for making the transac-
tion. The second is that once Bob has obtained the required authorization from
his company, he must then convey this approval to Alice in some meaningful
way as Alice is not aware of how transactions are authorized internally in com-
pany B. In fact, company B will probably be interested in concealing its internal
authorization process from other companies.

Whereas it is diÆcult to imagine how authorization information from com-
pany B can be exported discretely and meaningfully to company A, it is likely
that (users from) company A can verify digital signatures produced by (users
from) company B. The supporting data structure for signing operations is a
certi�cate, which binds a name (key owner) to a signing veri�cation key. Autho-
rization attributes for the key owner could be included in a certi�cate, but this
appears to overload the notion of a certi�cate beyond its original intention, and
therefore dedicated attribute certi�cates [17] have been introduced as a com-
panion authorization data structure. Nonetheless, whereas certi�cates provide a
convenient solution to the authentication problem, the problem of interpreting
authorization attributes remains even if the attributes are signed|we are simply
more certain as to who created the attributes, not what they mean.

1.3 Overview of the Approach

In this paper we propose the MIERA (pronounced meer-rah, Method for Inter-

Enterprise Role-based Authorization) scheme. We address the TAP for transac-
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tions of type T by introducing the concept of an authorization tree A(T ), which
is a data structure produced by the requestor's company and signed by a person
that is legally entitled to do so. The authorization tree is sent by the requestor
along with the transaction details to the veri�er such that in the act of veri-
fying the signature on A(T ), the veri�er also determines that the requestor is
authorized to make the request for the transaction. Thus the only authorization
semantics the veri�er needs consider is that the requestor is authorized to make
the request if and only if the signature on A(T ) can be veri�ed. This veri�cation
is performed without regard for the identity and position of the requestor in the
company as well as for the details of the transaction itself. Although this infor-
mation is important, particularly to the company of the requestor, it is implicitly
encoded into the signature veri�cation process performed by the veri�er. Thus
the TAP is addressed not by exporting authorization attributes from one domain
(company) to another, but by encoding the attributes into a signature veri�ca-
tion process that produces a universally recognizable authorization decision: the
request is authorized if and only if the signature on A(T ) veri�es. Returning to
our example, Bob will send the transaction details to Alice along with A(T ). The
A(T ) will encode the information that people of company B acting in the roles
\manager", \department head" and \representative of purchasing department"
can jointly authorize transactions of this type. The A(T ) may also encode that
the \CEO" alone or \two vice presidents" could authorize such a transaction,
but this additional authorization information need not be apparent to Alice.

In MIERA, users authorize transactions by signing some representation of
the transaction, and conversely, veri�ers determine that a transaction is autho-
rized by verifying signatures. Central to MIERA is the notion that users can
assume roles and sign transactions to confer the authority of these roles (such as
\department head" and \CEO"). Which collection of roles and in what combi-
nations can authorize a given transaction T will be speci�ed by the structure of
A(T ). The veri�er determines that a transaction of type T is authorized by check-
ing role signatures against the information speci�ed in A(T ), and, in essence,
this checking operation means checking a signature on A(T ) produced by the
requestor's company.

2 Anonymous Role Certi�cates

We assume that company B has de�ned a set of roles RB = fR1; R2; : : : ; Rmg,
such as \user", \accountant", \manager" and \department head", and that each
user U in company B is assigned one or several roles UR � RB . The tasks or
activities that a user U can perform will be directly related to the authority of
the roles that U can assume. For our purposes we assume that each user U has a
X.509 public key certi�cate CertCA(U), which contains his or her name, public
key and other �elds, signed by some local certi�cate authority CA [18].

As X.509v3 certi�cates contain extension �elds for general information such
as an e-mail address, alternatives to X.500 names, and policy information, a role
could be included as an extension �eld. Let CertCA(U;R) be a certi�cate for U
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containing an extension for role R. User U is then able to authorize a request or
action T based on the authority of role R by signing some representation T of
the activity with the private key associated with CertCA(U;R). A veri�er can
determine the correctness of the signature using CertCA(U;R); furthermore, an
authorization decision can be based on the role extracted from CertCA(U;R).
With certi�cates of the form CertCA(U;R) it is clear that the veri�er can link
the signer's name and role because this information is unambiguously bound to
the same certi�cate. If the veri�er belongs to company A (di�erent from B), we
expect that any authorization decision will be based on R rather than on the
name of U . Furthermore, company B may consider the fact that U can authorize
activities in the capacity of role R as private information. Thus to break the link
between the name of U and the authority of U based on role R we use the notion
of an anonymous role certi�cate CertCA(RU ) for user U , which is an X.509v3
certi�cate with the following changes: 1 the name �eld represents a �ctitious
user; 2 there is an extension �eld containing the role RU of U , and 3 there is an
extension �eld that contains a forward reference from CertCA(U) to Cert(UR).

The forward reference can take the form of E(B;U; passwd), which denotes
the public key encryption of the concatenation of U and a password by company's
B public key or the local CA's public key. The forward reference is a mechanism
for company B to identify the owner of a role certi�cate. Users can have several
roles. Each role certi�cate has a public and a corresponding private key so that
users may authorize activities in the capacity of role R without revealing their
identity. Thus each user will have at least two certi�cates, a standard X.509v3
certi�cate CertCA(U) that binds his or her name to a public key, and an anony-
mous role certi�cate CertCA(RU ) that binds his or her role to a public key. The
link between CertCA(U) and CertCA(RU ) can be resolved by the company of U
using the forward reference, but given CertCA(U;R) there is no obvious way to
determine CertCA(UR) or the identity of U . We refer to a signature produced
by a private key associated with a role certi�cate CertCA(RU ) as role signature.

For a user U to obtain authorization to request a particular transaction T ,
let company B have an authorization policy that states that U must obtain
approval from his or her manager and department head. In practice the policy
can be implemented as U creating an digital representation D(T ) of T and
obtaining signatures on D(T ) from the manager and then the department head.

3 Authorization Trees

Using the anonymous role certi�cates de�ned in Sect. 2, we now proceed to de�ne
a role-based structure A(T ) that de�nes which role signatures are required to
deem a request for a transaction of type T authorized. Furthermore, a modi�ed
version of A(T ) will be made available to the veri�er for the purpose of deciding
whether a requested transaction of type T is authorized. Thus A(T ) will be used
by the requestor for preparing a transaction and by the veri�er for authorizing
a transaction.
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Recall that for each transaction T we assume that there is some (electronic)
document D(T ) representation of T , which will basically be some template speci-
fying the (mandatory and optional) information to be provided by the requestor.
Also, let D(T; U) denote D(T ) after the requestor (some user U) has supplied
the requested information [D(T ) may be an HTML form, and D(T; U) after U
has completed the �elds of the form]. For any transaction type T we assume that
it is possible to distinguish between the details of transaction in D(T; U) and
the authorization information for T , which will be stored separately in another
structure A(T ).

Example 1. Consider the task T = \travel request" and let D(T ) be an HTML
form that indicates that user U making the travel request must provide his/her
name, department, reason for travel, travel details, and costs. When user U has
decided on this information, this information plus D(T ) is denoted as D(T; U).
Assuming that travel requests require signatures on D(T; U) from user U , a
manager (M) and a department head (DH), then A(T ) will encode information
about the roles \user", \manager" and \department head". ut

In Example 1, we will call the set PT;1 = fU;M;DHg a permission set for trans-
action T = \travel request". In this case transaction T has only one permission
set, but in general a transaction may have several permission sets, which we will
denote PT;1; PT;2; : : : ; PT;k . Each permission set consists of a set of roles (that
is, PT;i � R, potentially a multiset), with the meaning that any user U is autho-
rized for a transaction of type T represented by D(T; U) if, for some permission
set PT;i = fR1; R2; : : : ; Rmg of T , m users sign D(T; U), where the union of
the roles in the corresponding anonymous role certi�cates for these signatures
are exactly the set PT;i. The purpose of A(T ) is to encode the permission sets
PT;i of T . Permission sets PT;i then represent sets of roles whose joint author-
ity is deemed suÆcient to authorize transactions of type T . We will represent
the permission sets PT = fPT;1; PT;2; : : : ; PT;kg with a two-level tree as follows:
For each transaction type T , an authorization tree A(T ) is created such that
there are k nodes at level 1 from the root, corresponding to the k permission
sets PT = fPT;1; PT;2; : : : ; PT;kg for transaction type T . The nodes at level 2 are
leaves, and represent the roles of each permission set.

Example 2. If the permission sets PT for T are PT;1 = fR1; R2g, PT;2 = fR3, R4,
R5g and PT;3 = fR6g, then A(T ) has two levels, where level 1 represents PT;1,
PT;2 and PT;3 with three nodes and each PT;i has the same number of leaves as
there are roles in its permission set. Thus, PT;1 would have two children (both
leaves) representing R1 and R2, as shown in Fig. 1. ut

As T is considered authorized if for at least one permission set PT;i signatures
are acquired for each role in PT;i, we may consider the nodes representing PT;i
as AND nodes and the root of A(T ) as an OR node. By an AND node we mean
that all children of the node must agree to the request D(T; U) (all roles of a
permission set must sign), whereas an OR node means at least one child must
agree to the request D(T; U) (at least one permission set must jointly sign).
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Fig. 1. An authorization tree for Example 2.

Alternatively, we may interpret A(T ) as a disjunctive representation of the roles
that can authorize task T , such that A(T ) of Example 2 could be written as
A(T ) = R1R2 +R3R4R5 +R6.

The authorization tree A(T ) can be thought of as being an example of a
Merkle hash tree [19]. We can then de�ne a hashing processH(T ) that produces a
hash value forA(T ), and we can de�ne a signature on A(T ) as being the signature
on the hash value produced by H(T ). The hash H(T ) of A(T ) is computed in
the following standard way. Let h(�) be a hash function such as SHA-1 [16]. If a
leaf represents role Ri, then label the leaf as h(Ri), and repeat this for all leaves.
Then at level 1, label each node with the hash of the concatenation of the labels
for its children; lastly, label the root of the tree by the hash of the concatenation
of the labels for its children, and let this hash be H(T ) (Fig. 2).

Fig. 2. Structure of a hashed authorization tree for Example 2.

4 MIERA Scheme

As mentioned in the introduction, we assume that there are two companiesA and
B that have agreed upon a set of transaction types T (A;B) = fT1; T2; :::; Tng
they will cooperate on, such that T 2 T (A;B) will be represented by the tem-
plate D(T ). For a transaction type T , assume that UB from B will request UA
from A to perform T , and that UA should be assured that UB is authorized to
make such a request. In fact we will denote UA by V to emphasize that UB is
the veri�er, and denote UB simply by U .
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4.1 MIERA Setup at the Requestor Company

The required initialization at company B is shown in Fig. 3. Users are assigned
roles R = fR1; R2; : : : ; Rmg by the user acting as Role Administrator (RA), and
corresponding anonymous role certi�cates are created by the local Certi�cate
Authority (CA). The transaction administrator (TA) is responsible for creat-
ing transactions and assigning the correct (authorizing) permission sets to each
transaction. For each transaction T , the transaction authority TA of company
A de�nes permission sets PT = fPT;1; PT;2; : : : ; PT;kg with respect to company
roles as in Fig. 3. \PT;i  �� R" denotes the assignment of a subset of roles to
the multiset PT;i (a permission set is a multiset because it may require signa-
tures from two di�erent users assuming the same role). Then the TA creates the
authorization tree A(T ) from PT .

RA: for each user U , assign U role RU 2 R ;
CA: for each user U , create and store CertCA(RU) ;
TA: for each transaction type T do

create the transaction template D(T );
sign D(T ) to yield SignTA(D(T ))
PT;i  �� R; 1 � i � tk ;
hash the authorization tree to yield H(T ) ;
sign H(T ) to yield SignTA(A(T )) ;
store SignTA(A(T )) in a public company database PD;
store D(T ); SignTA(D(T )); A(T ) in a private company database CD;

Fig. 3. MIERA role assignment and creation of permission sets for transactions.

By creating a transaction we actually mean the creation of D(T ). The format
of D(T ) should have been previously agreed on by companies A and B. The TA
then signs D(T ) and A(T ) to yield SignTA(D(T )) and SignTA(A(T )), where
SignTA(A(T )) is simply the TA's signature on H(T ) as de�ned in Sect. 3. Then
the TA stores D(T ); SignTA(D(T )) and A(T ) in the private company database
CD, whereas SignTA(A(T )) is stored in a public database PD accessible by
all potential veri�ers. We also assume that the CA and TA have well-known
certi�cates so that the signatures they produce can easily be veri�ed.

In summary, at the requesting company B, users are assigned roles with
corresponding certi�cates for signing in these roles, and the transaction author-
ity creates and signs transactions with corresponding authorization trees. The
anonymous role certi�cate of each user CertCA(RU ) is made available by the cer-
ti�cate authority CA, and the signed authorization tree SignTA(A(T )) is also
made available for each transaction T .

4.2 Preparing a Transaction at the Requestor Company

Imagine now that a requestor (user U) of company B wishes to prepare an
authorized transaction for processing by some veri�er V at company A. The
steps followed by U are shown in Fig. 4. First U retrieves the template D(T )

140 H. Ludwig, L. O’Connor, and S. Kramer



9

of T from the (company's) private database CD, and veri�es its correctness by
checking the TA's signature on D(T ). If the signature is correct, U supplies the
required transaction information for D(T ) to obtain D(T; U), and then signs
D(T; U) with its role UR to yield SignUR(D(T; U)). Here we assume that any
transaction request by U initially requires the role signature of U , which should
be reected in the permission sets for T . U then retrieves the authorization tree
A(T ) for T from the private database, and again checks the signature produced
by the TA. If it is correct, U proceeds to obtain role signatures for D(T; U).

U : requires authorization for transaction T ;
retrieve D(T ); SignTA(D(T )) from CD;
check signature SignTA(D(T )) and exit if fails;
complete transaction details to give D(T; U) ;
sign D(T; U) to give SignUR(D(T; U));

U : retrieve A(T ); SignTA(A(T )) from CB;
check signature SignTA(A(T )) and exit if fails;
PS = fURg ;

U : repeat

U requests U 0 to sign D(T; U) given current role signatures from PS;
if U 0 signs D(T; U); PS then PS  � PS [ fU 0

R; SignU0

R

(D(T; U))g ;

until 9i; 1 � i � tk; PT;i � PS ;
U : store D(T; U); PS and path(i;H(T ));

Fig. 4. User U obtaining authorization for a transaction of type T .

In Fig. 4 PS, the permission set, is the set of users who have currently used
one of their role certi�cates to signD(T; U). U needs to request further signatures
until PS is equal to one of the permission sets for transactions of type T . We
also note that when U attempts to acquire an additional signature from user
U 0, user U 0 may want to see the roles and signatures of the users who have
previously signed D(T; U). This reects the requirement that U 0 may not only
be signing the contents of D(T; U) but also the existing role signatures denoted
by the set PS. In Fig. 4, we have chosen to use a repeat loop to represent the
problem of collecting role signatures. This is a simpli�cation of the process as in
practice several users may, for example, be contacted in parallel, e.g. by using
a workow system. Once the role signatures have been collected, U stores the
request D(T; U) along with the collected role signatures PS.

At this point the user has provided the transaction details in D(T; U) and has
collected signatures constituting a permission set in PS. It now remains to store
some additional information, which can be used to convince the veri�er that PS
is indeed a permission set for transactions of type T . The hashed tree H(T ) will
be used for this purpose. As de�ned, A(T ) has three levels: leaves representing
roles, internal nodes representing permission sets, and the root representing the
union of the permission sets. For a given transaction T with k permission sets
PT = fPT;1; PT;2; : : : ; PT;kg let PT;i be the permission set for which user U has
obtained the role signatures with which D(T; U) is to be authorized (that is, PT;i
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is represented in PS). Then H(T ) can be reconstructed from the k � 1 hashes

path(i;H(T )) = fH(PT;1); : : : ; H(PT;i�1); H(PT;i+1); : : : ; H(PT;k)g;

knowledge of the roles in PT;i and of the hashing process. U then stores
path(i;H(T )) for later use by the veri�er, as shown in the �nal step of Fig. 4.

Example 3. If for example the permission sets for T are PT;1 = fR1; R2g; PT;2 =
fR3; R4; R5g and PT;3 = fR6g, and two users representing roles R1 and R2

have signed D(T; U) at the request of user U , H(T ) can be reconstructed from
the roles certi�cates of R1 and R2 (which contains the roles as �elds) and
path(1; H(T )) = fh(PT;2); h(PT;3)g. ut

4.3 Transaction Authorization at the Veri�er

When the requestor U is ready to initiate the processing of the transaction,
U sends D(T; U), PS and path(i;H(T )) to the veri�er V . The process of V
checking the authorization of the transaction request is shown in Fig. 5. As
the companies of the U and V have agreed on transactions of type T , and in
particular on D(T ), V �rst obtains a signed local copy of D(T ) to determine
whether D(T; U) is formatted correctly.

U : send V the message D(T; U); PS; path(i;H(T )) ;
V : verify format of D(T; U) with local copy of D(T ) and exit if fails;

fetch and verify certi�cates CertCA(URj
) for signatures in PS

exit if any certi�cate fails;
verify each signature on D(T; U) and exit if any signature fails ;
extract roles Rj from certi�cates CertCA(URj

) ;
hash the roles with path(i;H(T )) to form H(T 0) ;
fetch SignTA(A(T )) from requestor company's public database ;
fetch and verify CertCA(TA) and exit if fails ;
verify the signature SignTA(A(T )) using CertCA(TA) to yield H(T ) ;

V : sends to U message that authorization is veri�ed if H(T ) = H(T 0);

Fig. 5. Transaction veri�cation with MIERA.

Next V checks the signatures in PS on D(T; U). Let us assume that the
permission set selected by U was PT;i which consisted of the m roles PT;i =
fR1; R2; : : : ; Rmg, i.e. PS should consist ofm signatures on D(T; U). We assume
that the signatures in PS are appropriately formatted so that for each signature
SignRj

(D(T; U)), the certi�cate CertCA(U;Rj) holding the corresponding ver-
i�cation key can be retrieved (from the certi�cate authority CA). If each such
certi�cate CertCA(U;Rj) is valid (neither expired nor revoked, for example), and
each signature of PS of D(T; U) can be veri�ed, then V proceeds to authoriza-
tion step. Based on checking the signatures from PS on D(T; U), V can extract
a list of the roles R0

1; R
0

2; : : : ; R
0

t from which users acting in these roles approved
the transaction. Next V can hash these roles to form P 0

T;i = h(R0

1; R
0

2; : : : ; R
0

t),
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and then using path(i;H(T )) concatenates the hashes to form H(T 0), the hash
of some tree. V fetches SignTA(A(T )) from the public database of the requestor
company along with the TA's certi�cate. Assuming that roles R0

1
; R0

2
; : : : ; R0

t

actually constituted the permission set PT;i, and path(i;H(T )) were the hashes
of the other k � 1 permission sets of T , then H(T 0) = H(T ). Veri�cation of the
signature SignTA(A(T )) will then produce H(T ), and V determines the transac-
tion to be authorized if and only if H(T 0) = H(T ). Thus we see that veri�cation
is a two-step process: check the signatures on D(T; U) as provided in PS, and
then extract the roles from these signatures and verify them for authorization
against the signed copy of A(T ). The explicit link between the two steps is that
the roles speci�ed in the certi�cates used to sign D(T; U) are the same roles
that will be used to form a candidate hash tree corresponding to H(T ), and
hence the signature on A(T ). Checking the signatures on D(T; U) demonstrates
the approval of a permission set PS on the transaction, while checking H(T 0)
against A(T ) demonstrates the approval the TA on the given permission set.

5 Conclusion

In this paper we have presented the MIERA solution to the inter-enterprise trans-
action authorization problem. MIERA makes use of anonymous role certi�cates,
hash trees, and a new construct called an authorization structure. The goal is
for company B to encode suÆcient information in the authorization structure
so that UA from company A can trust that UB from company B is authorized
to perform a given transaction. The issue of interpreting credentials is avoided
by the encoding semantics of the authorization structure: if the signature on the
authorization structure can be veri�ed based on the signatures provided by UB

and the signature on the authorization structure itself, then UA assumes that the
transaction is authorized, irrespective of which credentials UB has. This enables
organizations to exchange veri�ably authorized electronic transactions, and still
avoids the bottleneck of a central transaction authorizer in the requestor orga-
nization. The MIERA schema has been implemented as a Java package that can
be used by developers to apply the scheme to an e-business system. A detailed
description of the implementation is contained in [20].

Further work is required to determine how to minimize the information on the
decision procedures of a company that leaks through the authorization structure.
The current solution will eventually reveal the entire structure of the authoriza-
tion tree through frequent use. Further investigation is needed to determine
whether a stronger anonymity can be built into an authorization structure.
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Visualization and Analysis of Clickstream Data of Online
Stores with a Parallel Coordinate System
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Abstract. Clickstreams are visitors’ path through a Web site. Analysis of click-
streams shows how a Web site is navigated and used by its visitors. Clickstream
data of online stores contains information useful for understanding the effec-
tiveness of marketing and merchandising efforts. In this paper, we present a
visualization system that provides users with greater abilities to interpret and
explore clickstream data of online stores. The system visualizes a large number
of clickstreams by assigning parallel coordinates to sequential steps in click-
streams. To demonstrate how the presented visualization system provides capa-
bilities for examining online store clickstreams, we present a series of parallel
coordinate visualizations, which display clickstream data from an operating on-
line retail store.

1   Introduction

Clickstream is a generic term to describe visitors’ path through one or more Web sites.
A series of Web pages requested by a visitor in a single visit is referred to as a session.
Clickstream data in a Web site is a collection of sessions in the site. Clickstream data
can be derived from raw page requests (referred to as hits) recorded in Web server log
files. Analysis of clickstreams shows how a Web site is navigated and used by its
visitors. In an e-commerce environment, clickstreams in online stores provide infor-
mation essential to understanding the effectiveness of marketing and merchandising
efforts, such as how customers find the store, what products they see, and what prod-
ucts they buy.

Analyzing such information embedded in clickstream data is critical to improve the
effectiveness of Web marketing and merchandising in online stores. Interest in inter-
preting Web usage data in Web server log files has spawned an active research and
market for Web log analysis tools that analyze, summarize, and visualize Web usage
patterns [2, 3, 4, 5, 6, 8, 9, 10, 11, 12]. While useful to some extent, most of existing
tools have the following shortcomings: (1) the summaries they provide obscure useful
detail information, (2) the static displays such as histograms and pie charts restrict
users to passive interpretation, and (3) the weak (or lack of) connection between pur-
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chase data and navigation data limits the ability to understand the site’s effectiveness
in terms of return on investment.

In this paper, we present an interactive parallel coordinate system that can be used
to provide users with greater abilities to interpret and explore clickstream data of on-
line stores in the Web. Parallel coordinates are a visualization method developed for
displaying multivariate data sets to identify the relationship among the variables [7]. A
parallel coordinate system comprises a series of parallel lines that are placed equidis-
tantly and perpendicular to the x-axis of a Cartesian coordinate system. Each parallel
axis is assigned a specific dependent variable and dependent variable values are plot-
ted along the respective axis. The independent variable is represented by polygonal
lines which connect the corresponding dependent variable values relating to the inde-
pendent variable.

The parallel coordinate system presented in this paper uses the multiple axes of the
system to represent sequential steps which sessions take during their navigation in a
Web site, and displays a large number of individual sessions as polygonal lines. That
is, the clickstream of a session is represented by a polygonal line which intersects its
value in each axis. With one or more variables such as referrers and host names that
categorize sessions assigned to axes, the system can visualize the relationship between
session categories and navigation paths. By looking at which axis a polygonal line
ends at, it is straightforward to see at what point sessions leave the site. In order to
help users actively explore and interpret data of interest, this system augments parallel
coordinates with summary information. Also, by maintaining connection between
visualizations and source database, it can dynamically update the summary informa-
tion.

To demonstrate how the presented system provides capabilities for examining on-
line store clickstreams that exceed those of traditional Web log analysis tools, we
present a series of parallel coordinate visualizations which displays clickstream data
from an operating online retailer. The visualizations reflect the framework developed
for understanding online merchandising efforts in [8]. Especially, a set of metrics
referred to as micro-conversion rates, which are defined for online merchandising
analysis, is used for the visualizations. The results show that the interactive parallel
coordinate system is useful in validating various hypotheses about Web merchandising
as well as finding interesting patterns in clickstreams that are not identified previously.

The rest of this paper is structured as follows: Section 2 explains a framework and
metrics for understanding Web merchandising. Section 3 discusses the types of data
required for visual analysis of Web merchandising, and briefly describes how the data
can be collected and integrated in an online store. Section 4 discusses how parallel
coordinates can be used to visualize online store clickstream data, and help under-
standing the effectiveness of merchandising tactics. Section 5 summarizes an empiri-
cal study of analyzing clickstreams from an operating online store by using the parallel
coordinate visualization. Finally, in Section 6, conclusions are drawn and further work
is outlined.
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2   Analysis of Web Merchandising

Web merchants generally analyze their sites’ effectiveness from two perspectives:
marketing and merchandising. Marketing on the Web is broadly defined as the activi-
ties used to acquire customers to online stores and retain them. Metrics that are used
for answering these questions include banner ad clickthrough rate (the percentage of
viewers who click on a banner ad), conversion rate (the percentage of visitors who
purchase from the store), and banner ad return on investment (the amount of revenue
and profit generated by visitors referred by a banner ad). The area of analyzing Web
marketing is relatively well-understood, while useful metrics and analysis tools for
Web merchandising lag behind. In this paper, we focus on the analysis of Web mer-
chandising.

Merchandising consists of the activities involved in acquiring particular products
and making them available at the places, times, and prices and in the quantity to en-
able a retailer to reach its goals [1]. In general, there are four areas for Web merchan-
dising analysis: product assortment, merchandising cues, shopping metaphor, and Web
design features [8]. The first analysis area, product assortment, deals with whether the
products in an online store appeal to the visitors. If the product assortment is not opti-
mal, the merchants may adjust, for example, brands, quality, selection, inventory or
price of the products they carry. Merchandising cues are techniques for presenting
and/or grouping products to motivate purchase in online stores. Examples of merchan-
dising cues are cross-sells, up-sells, promotions and recommendations. Merchandising
cues are associated with hyperlinks on Web pages. Shopping metaphors in an online
store are the means that shoppers use to find products of interest.  Examples include
browsing through the product catalog hierarchy, various forms of searching, and con-
figuration for “build-to-order” products. Like merchandising cues in online stores,
shopping metaphors are associated with hyperlinks on Web pages.  This allows one to
categorize and group together hyperlinks in an online store by their types of merchan-
dising cue and shopping metaphor. The effectiveness of Web design features presents
another area of analysis for Web merchandising. The design features of hyperlinks
include media type (e.g., image or text), font (if text), size, color, and location.

Just as Web marketing uses banner ads and/or referral sites to attract customers
from external sites to an online store, online merchandising uses hyperlinks and image
links within the store to lead customers to click to Web pages selling products. Web
merchants employ a variety of tactics for merchandising by using hyperlinks. From
this perspective, the problem of tracking and measuring the effectiveness of different
merchandising tactics in an online store can be partitioned into three sub-problems:

i. classifying hyperlinks by their merchandising purposes,
ii. tracking traffic on hyperlinks and analyzing their effectiveness, and
iii. attributing the profit of hyperlinks to their merchandising cue types, shopping

metaphor types, and design features.

Having identified the areas of Web merchandising analysis, we now introduce a set
of metrics, referred to as micro-conversion rates, which can be used for measuring the
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effectiveness of efforts in these merchandising areas. The metrics are based on the
conversion rate which is used for measuring online marketing performance. The con-
version rate of an online store indicates the percentage of visitors who purchase from
the store.  While this measure is useful for evaluating the overall effectiveness of the
store, it does not help understand the possible factors within the store that may affect
the sales performance. The notion of a micro-conversion rate extends this traditional
measure by considering the four general shopping steps in online stores, which are:

i. product impression: the view of hyperlink to a Web page presenting a product.
ii. clickthrough: the click on the hyperlink and view the Web page of the product.
iii. basket placement: the placement of the item in the shopping basket.
iv. purchase: the purchase of the item - completion of a transaction.

Basic micro-conversion rates are computed for each adjacent pair of these meas-
ures, resulting in the first three rates in the following list. In addition, the aggregation
of the first three is also interesting:

i. look-to-click rate: how many product impressions are converted to click-throughs.
ii. click-to-basket rate: how many click-throughs are converted to basket placement.
iii. basket-to-buy rate: how many basket placements are converted to purchases.
iv. look-to-buy rate: what percentage of product impressions are eventually con-

verted to purchases.

Note that the first of these, look-to-click rate, is similar to the clickthrough rate used
for measuring the amount of traffic on banner ads. Also note that the micro-conversion
rates relate the traffic-related measure to sales which happen later in the shopping
process.  By precisely tracking the shopping steps with these metrics, it is possible to
spot exactly where the store loses how many customers. The micro-conversion rates
extend the traditional measure by considering the merchandising purposes associated
with hyperlinks viewed in the first shopping step, i.e., product impression. In this way,
the micro-conversion rate is related to tactics of merchandising, and can be used for
evaluating the effectiveness of different merchandising aspects of the store.

3   A Data Mart for E-Commerce Analysis

In this section, we briefly describe several data requirements for the analysis of Web
merchandising explained in the previous section. First, the visualization of merchan-
dising effectiveness based on micro-conversions requires the combination of the site
traffic data and sales data. In most online stores, the two types of data are typically
stored in separate storage systems in different structures: the traffic data in Web server
logs in a file format, and the sales data in the database of the associated commerce
server. It is important to combine data from the two different sources with a common
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key and to construct an integrated database system or a data mart system for business
visualizations.

Second, showing a complete set of micro-conversions requires product impression
data. Capturing product impressions involves tracking the content of served Web
pages, which is challenging because more and more Web pages are dynamically gen-
erated. Currently, the standard Web server logging mechanism does not capture the
content of Web pages. One possible method is to enhance the Web server logging as a
way to dynamically parse the content of served Web pages and extract useful data
such as product impressions and information on hyperlink types.

Finally, it is important to classify and identify hyperlinks by their merchandising
purposes, so that later to attribute the profit generated from the hyperlinks to their
merchandising cue types, shopping metaphor types, and/or design features. For this
purpose, Web pages and hyperlinks in an online store need to be tagged with semantic
labels describing their merchandising features. Semantic labels for hyperlinks in a site
may be either explicitly provided in a form of meta-data during the site creation or
inferred from various sources such as URLs of Web pages.

Figure 1 illustrates a data mart system which provides a single analysis environ-
ment that places various e-commerce activities into their business context by integrat-
ing data from disparate. The figure shows the types of source and target data of the
data mart system, and the steps in transforming source to target data. During the data
transformation process, data from various sources is cleansed, normalized, integrated,
and then loaded into a multidimensional data model for use by business analysts who
seek answers to their business questions by using techniques such as data mining,
OLAP (On-Line Analytical Processing), and the visualization of micro-conversions
which is presented in this paper.
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Fig. 1. Data mart architecture for e-commerce analysis
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4   A Parallel Coordinate System for Clickstream Data

Clickstream data of an online store can be visualized by displaying the progression of
sessions in terms of micro-conversions among shopping steps described earlier. This
approach provides visualizations that help users identify where the store loses how
many customers, understand and compare the shopping behavior of different groups of
customers, and understand the effectiveness of different merchandising tactics. In this
section, we introduce a set of parallel coordinates visualizing the micro-conversions of
sessions in an online store.

The system of parallel coordinates was developed for displaying multivariate data
sets to identify the relationship among the variables in the set [7]. A parallel coordi-
nate system comprises a series of parallel lines that are placed equidistantly and per-
pendicular to the x-axis. Each parallel axis is assigned a specific dependent variable
and dependent variable values are plotted along the respective axis. The independent
variable is represented by polygonal lines which connect the corresponding dependent
variable values relating to the independent variable and illustrate a relationship be-
tween an independent variable and the dependent variables appearing on each axis

Figure 2 illustrates how we use parallel coordinates to display clickstream data of
an online store. In this figure, each polygonal line represents a single session and its
progression in the online store. The first parallel axis represents a session categorizer,
in this figure, the referrer of each session. In Figure 2, the data points in the catego-
rizer axis are the names of referrers, and there are two different referrers shown. The
next three parallel axes represent shopping steps in the online store, i.e., clickthrough,
basket placement, and purchase. (The product impression data was not available for
the data set used for the visualizations presented in this paper.) For data points in the
shopping step axes, timestamps (i.e., start times in second granularity) of sessions are
used. An advantage of using timestamps for data points in shopping step axes is that
because they are unique to sessions, no two sessions share the same data points in
these axes. The last parallel axis represents the total dollar amount of the completed
transaction in the corresponding session.

The clickstream of a session is displayed by a polygonal line which connects its
values in parallel lines. In this figure, each polygonal line displays where the customer
came from, if the person saw one or more product information pages in the store, if
the person inserted one or more product items into shopping basket, if the person pur-
chased one or more items from the store, and if so, how much the purchase value was
in dollar amount?

In Figure 2, it is important to notice that some polygonal lines stop before they
reach the last shopping step, i.e., purchase. In preparing the data set for the visualiza-
tions in this paper, we did not give a session a data value for the next shopping step
and on, if the session did not convert to the next step. Hence, polygonal lines stops at
the last step the session reached, which indicates the point the session left the store.
Figure 2 clearly shows that the numbers of lines connecting two adjacent parallel axes
decrease, as polygonal lines go from left to right up to the purchase line. Dropouts of
polygonal lines visualize where the store loses its customers. Also, the micro-
conversion rates can be computed directly from the visualization by using the numbers



Visualization and Analysis of Clickstream Data of Online Stores 151

between two adjacent axes. That is, the click-to-basket rate is the ratio of the number
of lines connecting the clickthrough and basket axes to the number of lines connecting
the referrer and clickthrough axes. The basket-to-buy rate is the ratio of the number of
lines connecting the basket and buy axes to the number of lines connecting the click-
through and basket axes.

The parallel coordinate system presented in paper is augmented with a summary of
the micro-conversions and average order values of the selected session groups pre-
sented in a table at the bottom. The idea is that presenting parallel coordinate visuali-
zations together with summary information help users understand the data better,
because the two different types of information complement with each other: visualiza-
tions give users insight into the relationship among multiple variables and their pat-
terns, while summary information delivers specifics.

5   An Empirical Study

In order to understand the applicability and usefulness of the proposed interactive
parallel coordinate system, we have performed an empirical study with clickstream
data from an online retailer, creating a series of parallel coordinate visualizations. For
a five day period during May 1999, the data set consists of over 35,000 sessions and
7,500 basket placements and 3,500 completed transactions. In an attempt to generate
meaningful clickstream data, basic Web usage data, i.e., raw hits recorded in Web
server log files was processed and cleansed in a way similar to one described in [5].

Fig. 2. Micro-conversions of sessions categorized by referrer
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Then the generated session data was integrated with data of basket placements and
transactions extracted from the commerce server. Because the online store actively
uses cookies for identifying customers and their visits, and records them in both Web
server logs and commerce server database, the processes of sessionization and data
integration were done in an accurate and reliable fashion.

Various attributes of sessions that can be used to categorize them were identified.
The session categorizers include referrers, host names, timestamps, the length of time
spent in the store, the types and numbers of shopping metaphors used, the types and
numbers of merchandising cues used, and the categories and numbers of products
viewed and purchased. Visualizations presented in this section are for a demonstration
purpose, only a small subset of the visualizations that could be generated from the
available data. The visualizations in this section were created for the following two
session categorizers: referrers and ISPs.

Figure 2 provides a series of visualizations of sessions categorized by their refer-
rers. Figure 2 visualizes two groups of sessions: sessions that came from a well-known
portal site which was labeled as A in the figure, and sessions that came to the store
through bookmarks. Note that the number of sessions that had clickthroughs in the
visualization are arranged to be roughly the same for a balanced visual comparison. It
is commonly believed that the sessions that came to the store through bookmarks are
visits from repeate customers who shop at the store frequently, and probably, know
what they want to buy from the store. Figure 2 confirms this speculation by showing a
relatively high number of click-to-basket conversions. The summary table in the figure
also confirms the high micro-conversion rates: the click-to-basket rate of the book-
mark group is almost two times higher than that of the baseline, while the click-to-
basket rate of the Referrer A group is a few points lower than that of the baseline.

Fig. 3. Micro-conversions of sessions categorized by ISP
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The baseline data was computed for the entire data set which include over 35,000
sessions, 7,500 basket placements, and 3,500 transactions. While the basket-to-buy
rate of the bookmark group is slightly lower than that of the baseline, the basket-to-
buy rate of Referrer A is about 40% higher than that of the baseline. Overall, the click-
to-buy rate of the bookmark group is about 60% higher than that of the baseline, while
the click-to-buy rate of the Referrer A group shows the roughly the same number as
the baseline. In addition, the average order value of all sessions in the bookmark group
is about 60% higher than that of the baseline.

Figure 3 shows the micro-conversions and average order values of sessions which
are from two different ISPs. One group, labeled as A and colored white, consists of
sessions from an ISP that provides connection through regular telephone modems, and
the other, labeled as B and colored black, consists of sessions from an ISP that pro-
vides service through television-based clients. Again, the number of sessions in each
group is balanced for visual comparison. This figure shows that, for this specific pe-
riod of time, the micro-conversions of Group B is about 50% lower than the other
group. The difference in micro-conversions in the two session groups is clearly illus-
trated by the numbers of the lines connecting adjacent shopping steps colored blue and
yellow, respectively. Note that, as in the previous example, a linear relationship is
observed between two metrics, the click-to-buy rates and the average order value of all
sessions.

Sample visualizations presented in Figures 2 and 3 show results consistent with
summary information about a few interesting, but unproven speculations in e-
commerce. Also, the visualizations of a large number of individual clickstreams
against multiple dimensions show a potential for identifying previously unknown
patterns. Visualizations presented in this section are only a small subset of the visuali-
zations that could be created from the available data and further work is required for a
better understanding of Web merchandising. However, the visualizations presented in
this section clearly demonstrated the applicability and usefulness of the interactive
parallel coordinate system for understanding the effectiveness of merchandising ef-
forts in online stores.

6   Concluding Remarks

In this paper, we have presented a parallel coordinate system that provides users with
abilities to actively interpret and explore clickstream data of online stores in the Web.
By using an information structure specifically devised for presenting online store
clickstream data, we showed the potential use of parallel coordinates for analyzing the
effectiveness of various merchandising efforts in Web stores.

More specifically, clickstream data of an online store is arranged to represent four
sequential shopping steps: product impressions, clickthrough, basket placement and
purchase. The parallel coordinate system displays a number of individual sessions (as
polygonal lines) and their shopping activities (as parallel axes). The system visualizes
the progression of sessions in the store, i.e., the conversions from one shopping step to
another, and so provide insight into the effectiveness of each step’s design. By associ-
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ating the sessions with attributes that categorize sessions such as the referrers, host
names, length, and the shopping metaphors and merchandising cues they used, the
sessions and their conversions can be subdivided. Categorization of sessions helps
understand how sessions with different category values react to the site differently. An
empirical study we performed with clickstream data from an online retailer validated
the usefulness of the proposed parallel coordinate system for understanding online
store performance.
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Abstract. In previous work we have proposed a data mining model to

capture user web navigation patterns, which models the navigation ses-

sions as a hypertext probabilistic grammar. The grammar's higher prob-

ability strings correspond to the user preferred trails and an algorithm

was given to �nd all strings with probability above a threshold. Herein,

we propose a heuristic aimed at �nding longer trails composed of links

whose average probability is above the threshold. A dynamic threshold is

provided whose value is at all times proportional to the length of the trail

being evaluated. We report on experiments with both real and synthetic

data which were conducted to assess the heuristic's utility.

1 Introduction

Web usage mining [4] is a recent research �eld which studies techniques that
use log data to �nd patterns in user web navigation sessions. These sessions

take the form of sequences of links followed by the user, which we call trails.
Understanding user navigation behaviour is an essential step in the process of
customising web sites to the user's needs either by improving its static structure
or by providing adaptive web pages [9]. Moreover, since log data is collected in a
raw format it is an ideal target for being analysed by automated tools. Currently
several commercial log analysis tools are available; however, these tools have
limited analysis capabilities producing results such as summary statistics and
frequency counts of page visits. In the meantime the research community has
been studying data mining techniques to take full advantage of the information
available in log �les. There have so far been two main approaches for mining
user navigation patterns from log data. One approach is to map log data onto
relational tables and an adapted version of standard data mining techniques,
such as mining association rules, is invoked, see for example [3, 14]. In the other
approach techniques are developed which are invoked directly on the log data,
see for example [2,11, 12].

The work reported herein is part of a ongoing research with the long term
goal of specifying a set of techniques to identify relevant web trails [1,2, 8, 15].

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 155−164, 2000.
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In [2] we presented a new model for handling the problem of mining log data
which models the web as a regular grammar; the grammar states correspond
to web pages and the production rules to hyperlinks. The navigation sessions
are then incorporated into the model in order to build a hypertext probabilistic

grammar (or simply a HPG). Data mining techniques are used to �nd the higher
probability strings which correspond to the user's preferred navigation trails. The
HPG model provides a simple and sound tool to summarise the user interaction
with the web and which is potentially useful both to the web site designer and
to the individual user.

On the one hand, a HPG can be used as an o�-line tool to analyse server
logs. The web site designer can bene�t from having a better understanding of
the users' browsing behaviour, characterised by the set of most popular trails.
By understanding the users preferences the designer can provide adaptive web
pages or improve the site structure according to the business objectives. Such
objectives can be, for example: to personalise web pages, to increase the average
time a user spends in the site, or to introduce new pages in places which make
them highly visible. To increase the average time a user spends on the site links
can be created between pages of popular trails. A new product can be given good
exposure by placing links to its pages from a popular trail which includes related
products. Knowing the popular trails also allows to identify the pages where
users frequently terminate their sessions so that the contents of such pages can
be improved. On the other hand, a HPG can be implemented as a browser plug-
in to incrementally store and analyse the user's individual navigation history.
Such a HPG would be a representation of the user's knowledge of the web and
could act as a memory aid, be analysed in order to infer the user preferred
trails, or work as a prediction tool to prefetch in advance pages the user may be
interested in. In addition the user would be able to compare and/or exchange
his HPG model with those of his peers and, for example, identify the preferred
trails which are unknown to him but are among the preferences of his peers.

Herein we present a new heuristic for HPGs which aims at �nding longer
strings composed of links with average probability above a given threshold. In
fact, although the algorithmproposed in [2] to �nd all the strings with probability
above a cut-point is e�cient it yields an unmanageable number of rules if the
con�dence is set too low and a small set of very short rules if the con�dence
is set too high (for the de�nition of con�dence see Section 2). A large rule-set
limits the ability of running the algorithm in main memory, with the consequent
degradation of its performance, and also demands the existence of large storage
space and database access time. This is particularly important when the analyst
is interactively experimenting with various di�erent model con�gurations. These
drawbacks led us to investigate a heuristic to compute a relatively small set of
long rules. The method is called inverse �sheye and makes use of a dynamic
threshold which imposes a very strict criterion for small rules and becomes more
permissible as the trails get longer.

156 J. Borges and M. Levene



Section 2 presents an overview of HPGs, while Section 3 presents the proposed
heuristic. Section 4 details the results of experiments we performed with both
heuristics. Finally, in Section 5 we give our concluding remarks.

2 The Hypertext Probabilistic Grammar Model

A log �le consists in a per-user ordered set of web page requests from which
are inferred the user navigation sessions. A navigation session is a sequence of
page requests made by a user; techniques to infer the sessions from log data are
given in [5]. We model a collection of user sessions as a hypertext probabilistic

language [8] generated by a hypertext probabilistic grammar (or simply HPG) [2]
which is a proper subclass of probabilistic regular grammars [13]. In a HPG, a
non-terminal symbol corresponds to a web page and a production rule corre-
sponds to a hypertext link. Two additional arti�cial states, S and F , represent
the start and �nish states of the navigation sessions. The probability of a string is
given by the product of the probabilities of the productions used in its derivation.
We call the productions with S on its left-hand side start productions and we
call the productions corresponding to links between pages transitive productions.

From the collection of navigation sessions we obtain the number of times a
page was requested, the number of times it was the start of a session, and the
number of times it terminated a session. The number of times a sequence of
two pages appears in the sessions gives the number of times the corresponding
link was traversed. The probabilities of the start productions are weighted by
a parameter �. If � = 0 only states that were the �rst in a session have a
start production with probability greater than zero, if �= 1 the probability of
a start production is proportional to the number of times the corresponding
state was visited; � can take any value between 0 and 1. In the example of
Figure 1 state A1 was visited 4 times, 2 of which as the �rst state in a session
and for � = 0:5 we have that the probability of its start production is p(A1) =
(0:5 � 4)=24 + (0:5 � 2)=6 = 0:25. Page A4 was visited 4 times, 1 of which as the
last page in a session, once on the way to page A6 and twice on the way to page
A1, therefore, p(A4A1) = 2=4, p(A4A6) = 1=4 and p(A4F ) = 1=4.

The grammar strings correspond to the user navigation trails. (We use the
terms trail and string interchangeably.) A trail is in the language if its derivation
probability is above a cut-point, �. The set of trails with probability above the
cut-point is the rule-set. The cut-point is composed of two thresholds � = � � �;
� 2 (0; 1) is the support threshold and � 2 (0; 1) the con�dence threshold. The
support is the factor of the cut-point responsible for pruning out the strings
whose �rst derivation step has low probability; the con�dence is responsible for
pruning out strings whose derivation contains transitive productions with small
probabilities. The values of the support and con�dence thresholds give the user
control over the number and quality of trails to be included in the rule-set.
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ID User session
1 A1 ! A2 ! A3 ! A4

2 A1 ! A5 ! A3 ! A4 ! A1

3 A5 ! A2 ! A4 ! A6

4 A5 ! A2 ! A3

5 A5 ! A2 ! A3 ! A6

6 A4 ! A1 ! A5 ! A3

(a)

S

F

A5

A A

A

A4

A1

2 3

6

0.25

0.75 0.4
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0.25

1
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0.25
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0.25

0.6

0.25

(b)

Fig. 1. A set of trails and the corresponding HPG for � = 0:5.

The use of a Markovian model is sometimes criticised by arguing that it does
not represent exactly the actual user navigation sessions. However, we view that
as an advantage of the model since the probability of a long trail being often
followed in exactly the same manner is low. Moreover, the contents of a page
viewed recently should have more inuence in choosing the next link to follow
than a page viewed in the early steps of the session. On the other hand, the
probability of choosing a link is not completely independent of the browsing
history. Thus, we make use of the Ngram concept where N;N � 1, determines
the user memory when navigating the web, implying that when visiting a page
only the N previously visited pages inuence the next link choice, see [2]. In
an Ngram each state corresponds to a sequence of N pages visited leading to a
trade-o� between the model accuracy and its complexity, since when the order
of the model increases so does its size, measured in the number of states.

In [2] we reported the results of experiments with a modi�ed Breadth-First
Search (BFS) algorithm that induces all HPG's strings with probability above a
cut-point. Although the BFS is very e�cient it has the drawback of potentially
returning a very large rule-set for small values of the cut-point and the rules are
too short when the cut-point is close to one. Figure 2 (a) shows the variation of
the number of rules with the con�dence threshold and (b) the variation of the
average (ARL) and maximum (MRL) rule length with the same threshold. It
can be seen that in order to obtain long rules the threshold has to be set with a
low value and that leads to a very large number of rules. Although it is possible
to rank the rules in a large rule-set by their length and probability, or by some
other criteria, in order to identify the best rules, the manipulation of a large
rule-set limits the algorithm's ability to run in main memory. These problems
led us to the study of the inverse �sheye heuristic.

3 The Inverse Fisheye Heuristic

Herein, we propose a method to �nd a relatively small set of long rules com-
posed of links with high probability on average. To that e�ect, we make use of
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Fig. 2. Characteristics of the rule-set induced with the BFS algorithm.

a dynamic cut-point which imposes a very strict criterion for short trails and
becomes more permissible as the trails get longer. This idea was motivated by
the �sheye-view concept of Furnas [6], which is a method to visualise large infor-
mation data structures on small computer displays. In a �sheye view the detail
with which a document is shown is proportional to the global importance of the
document and inversely proportional to its distance from the current document.
We call our heuristic the inverse �sheye (IFE), since, as opposed to the Furnas
concept, our method bene�ts those pages that are further away from the start
of the trail being evaluated. With the IFE heuristic the cut-point becomes more
permissible as the trails get longer. We propose two di�erent ways of setting the
dynamic cut-point. In the �rst the cut-point keeps its value proportional to the
depth of exploration, and in the second the cut-point is devalued by a factor
proportional to the expected decrease in the trail probability. We call the �rst
method the geometric cut-point version. The initial value for cut-point is set by
means of its two components, the support � and the con�dence � thresholds, and
an exploration tree is incrementally built from the start state while the value
of the cut-point is updated as a function of the depth of the exploration. The
geometric cut-point is de�ned to be

�G = ��d ;

where d is the depth of the exploration tree measured by the number of links.
The geometric cut-point is devalued geometrically in a way that keeps its value
proportional to the trail's length. When the depth of the tree is 0, and the start
productions are evaluated, the cut-point corresponds to the support threshold
value. In the subsequent stages of the exploration the cut-point incorporates the
con�dence threshold a number of times corresponding to the number of transitive
productions which derive the trails being evaluated.

We call the second method for setting the dynamic cut-point the branching

factor version. An exploration tree is built and the cut-point is devalued as a
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function of the exploration depth. In this case the devaluation takes into account
the average branching factor, BF = l=n, where n denotes the number of gram-
mar states and l the number of links. The branching factor corresponds to the
expected number of out-links in a state and 1=BF to the average probability of
an out-link. We de�ne the branching factor threshold as

�B = � if d = 0 and �B = � �
BF (d�1) if d � 1 :

With both versions of the IFE heuristic an additional parameter has to be
speci�ed which sets an upper bound for the exploration depth, �d. This parameter
is necessary because, for small values of the cut-point, there is no guarantee that
the exploration will terminate. In fact, there can be a cycle of links generating
a trail whose probability decreases at a slower rate than the dynamic cut-point,
in such situations a trail would be explored inde�nitely. We now present some
interesting properties of the inverse �sheye heuristic.

Proposition 1. If � = 1
BF

then �G = �B.

Proof. If d = 0 we have �G = ��0 = � = �B; 8�. If d = 1, �G = ��1 = �� 1
BF 0 =

�B. If d > 1 we have �G = �B � ��d = �� 1
BF d�1 � � = d�1

q
1

BF d�1 = 1
BF

. 2

Proposition 2. If � > 1
BF

then �B < �G.

Proof. �B < �G � �� 1
BF d�1 < ��d � � > 1

BF
. 2

Proposition 3. For �G and a trail t = ba1 : : : al, where b and ai; 1 � i � l are

the links composing the trail, we have: p(a1)+p(a2)+:::+p(al)
l

� �
�

�
p(b)

� 1
l

:

Proof. p(b)p(a1)p(a2) : : : p(al) � ��l �
�
p(b)p(a1)p(a2):::p(al)

�

�1
l

� � �

�
�
p(b)
�

�1
l

(p(a1)p(a2) : : : p(al))
1
l � � � (p(a1)p(a2) : : : p(al))

1
l � �

�
�

p(b)

�1
l

and by the theorem of the geometric means, [7] it follows that:

p(a1)+p(a2)+:::+p(ad)
l

� �
�

�
p(b)

� 1
l

. 2

The �rst property shows that the two methods for setting the dynamic cut-
point are equivalent when � = 1=BF . The second property shows that when
� > 1=BF the branching factor version is more permissible than the geometric
version since its value decreases faster. The third property implies that when
p(b) = � the average link probability of a rule induced by the geometric version
is greater than or equal to the con�dence threshold �, that is, the rule-set is
composed of rules whose average link probability is greater than the con�dence
threshold. Note, that the property is not complete since not all trails with average
link probability greater than � are induced by the inverse �sheye property.
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Fig. 3. A exploration tree for the inverse �sheye heuristic with � = 0:5 and � = 0:6.

Figure 3 shows an example of an exploration tree where BF = 2, � = 0:5,
and �=0:6. The cut-point values for the two versions are given in the �gure, as
well as the rules induced by the heuristic and by the BFS algorithm. A pair of
numbers next to a link represents the probability of the link and the probability
of the trail beginning in state S. When d= 0 the cut-point corresponds to the
support value, when d=1 it corresponds to the product of the con�dence and the
support ��; the inverse �sheye property only starts having e�ect for d�2. With
the geometric version only trails whose average link probability is above �=0:6
are induced; trail A2A5A12 is not a rule since its average link probability is just
0:6. Moreover, trail A1A4A9 meets the acceptance criterion for d= 2 since its
probability of 0:18 is above the cut-points, however, the trail is not a rule since
it is rejected at an early stage when p(A1A4) = 0:2< 0:3. Finally, the example
also shows that in this case the BFS is ine�ective since it induces a single short
rule, i.e., A2A5. On the other hand, if the BFS algorithm is set up to run with
the cut-point �=0:18 (the �nal value for the geometric version) the gain relative
to the geometric version would only be the short rule A1A4.

4 Experimental Results

To assess the e�ectiveness of the IFE heuristic, experiments were conducted with
both synthetic data and real log �les. The synthetic data generation method con-
sisted in randomly creating HPGs given a number of pages, an average number
of out-links per page, and a probability distribution for the links' weights. The
number of states, n, varied between 1000 and 20000 states, the con�dence thresh-
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old between 0.1 and 0.9, and the support threshold was �xed to 1=n for each
grammar size. For each con�guration 30 runs were performed. The real log �les
were obtained from the authors of [10] and correspond to 2 months of log data
which was divided into weeks of usage data. As stated in Section 3 the goal of the
IFE heuristic is to induce a relatively small set of long trails. In the experiments
we have set the maximum depth of exploration to vary between 3 and 6.

Figure 4 (a) shows the variation in the number of rules with the con�dence
threshold when the depth of exploration is set to 6. The IFE heuristic induces
smaller rule-sets unless the con�dence has a very low value. Note that for the IFE
heuristic the con�dence should be set with a value higher than 1=BF , otherwise
every trail has a high probability of being a rule. Figure 4 (b) shows the variation
of both the average (ARL) and maximum(MRL) rule length with the con�dence
threshold. The results show that both versions of the heuristic induce a smaller
rule-set with longer trails than the BFS algorithm.
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Fig. 4. Inverse �sheye rule-set characteristics with synthetic data.

Figure 5 (a) shows the variation in the number of iterations with the num-
ber of states where it can be seen that both versions present linear behaviour.
Figure 5 (b) shows the variation of the number of rules obtained with the depth
of exploration for the geometric version of the IFE heuristic. This results show
that it is possible to have some control over the number of rules obtained by
setting the both the dynamic cut-point and the exploration depth.

Figure 6 shows the distribution of the rules' length for the real data; each
result corresponds to the average for the weekly data sets. The results show
that with this real data set the branching version gives rule-sets that are too
large, even for very high values of the initial cut-point. The geometric version of
the heuristics achieves better results, especially for higher values of the support
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Fig. 5. Performance of the heuristics with synthetic data.

threshold where smaller rule-sets are obtained which contain longer rules. The
analysis of the structure of the real data revealed that in spite of the real data
sets having an average branching factor similar to the speci�ed for the synthetic
data, its standard deviation is very high (9 on average). This explains why in
this case the BFS algorithm induces long rules for high values of the cut-point,
since there is a considerable number of states with just one out-link.

Real data, aggregated weeks with � = 1=n

Rule length

� Algorithm Tot. Avg. 1 2 3 4 5 6

0:5 BFS 1289 1.9 414 567 277 31
0:5 Geometric 1623 3.4 131 343 460 323 175 191

0:7 BFS 933 1.8 335 423 162 13
0:7 Geometric 871 2.3 188 349 251 62 18 3

0:9 BFS 714 1.78 276 325 107 6
0:9 Geometric 681 1.87 234 312 124 11
0:9 Branching 14749 5.8 234 77 175 371 836 13056

Fig. 6. Distribution of the rules' length with real data having � = 1=n.

5 conclusions

We propose a new heuristic which aims at providing the analyst with more con-
trol over the number, length, and probability of the rules induced by a hypertext
probabilistic grammar. The heuristic makes use of a dynamic threshold which
is very strict when evaluating short trails and becomes more permissible as the
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trails get longer. Two di�erent ways of varying the dynamic threshold are de-
vised, one that takes into account the average branching factor of the underlying
hypertext system (the branching version) and another that keeps the threshold
proportional to the length of the trails being explored (the geometric version).
Experiments with both synthetic and real data were conducted and the results
suggest that the heuristic provides enhanced control over the size of the rule-set
and the length of its rules. Moreover, the real data experiments shown that the
branching version does not perform well in web sites where the branching factor
has a high variance; in these situations the geometric version achieves better
results. We plan to conduct experiments with other real data sets in order to get
a better picture of the performance of the heuristics . As future work we plan to
incorporate in the HPG model relevance measures of the web pages relatively to
a user query in order to assist the analyst in �nding trails that are also relevant
to a given set of keywords.
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Abstract. Recent proposals have suggested Web usage mining as an en-
abling mechanism to overcome the problems associated with more tradi-
tional Web personalization techniques such as collaborative or content-
based �ltering. These problems include lack of scalability, reliance on
subjective user ratings or static pro�les, and the inability to capture
a richer set of semantic relationships among objects (in content-based
systems). Yet, usage-based personalization can be problematic when lit-
tle usage data is available pertaining to some objects or when the site
content changes regularly. For more e�ective personalization, both usage
and content attributes of a site must be integrated into a Web mining
framework and used by the recommendation engine in a uniform man-
ner. In this paper we present such a framework, distinguishing between
the o�ine tasks of data preparation and mining, and the online process
of customizing Web pages based on a user's active session. We describe
e�ective techniques based on clustering to obtain a uniform representa-
tion for both site usage and site content pro�les, and we show how these
pro�les can be used to perform real-time personalization.

1 Introduction

The intense competition among Internet-based businesses to acquire new cus-

tomers and retain the existing ones has made Web personalization an indis-

pensable part of e-commerce. Web personalization can be de�ned as any action

that tailors the Web experience according to the users' preferences. Automatic

personalization requires the ability to capture behavioral patterns and interests

of users from, potentially anonymous, Web transaction data. We believe that

the solution lies in the creation of a exible framework and the development of

new techniques for unsupervised and undirected knowledge discovery from Web

usage data, and the integration of content information and meta-data with the

discovered usage patterns.

Personalization based on Web usage mining has several advantages over more

traditional techniques. The type of input is not a subjective description of the

users by the users themselves, and thus is not prone to biases. The pro�les are

dynamically obtained from user patterns, and thus the system performance does

not degrade over time as the pro�les age. Furthermore, using content similarity
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alone as a way to obtain aggregate pro�les may result in missing important re-
lationships among Web objects based on their usage. Thus, Web usage mining
will reduce the need for obtaining subjective user ratings or registration-based
personal preferences. Web usage mining can also be used to enhance the ef-
fectiveness of collaborative �ltering approaches [6, 16]. Collaborative �ltering is
often based on matching, in real-time, the current user's pro�le against sim-
ilar records (nearest neighbors) obtained by the system over time from other
users. However, as noted in recent studies [10], it becomes hard to scale col-
laborative �ltering techniques to a large number of items, while maintaining
reasonable prediction performance and accuracy. One potential solution to this
problem is to �rst cluster user records with similar characteristics, and focus the
search for nearest neighbors only in the matching clusters. In the context of Web
personalization this task involves clustering user transactions identi�ed in the
preprocessing stage.

Recent work in Web usage mining has focused on the extraction of usage
patterns from Web logs for the purpose of deriving marketing intelligence [1{4,
12, 19, 20], as well as the discovery of aggregate pro�les for the customization
or optimization of Web sites [9, 11, 14, 17, 18]. For an up-to-date survey of Web
usage mining systems see [13]. Despite the advantages, usage-based personaliza-
tion can be problematic when little usage data is available pertaining to some
objects or when the site content may change regularly. For more e�ective per-
sonalization, both usage and content attributes of a site must be integrated into
a Web mining framework and used by the recommendation engine in a uniform
manner.

In [7, 8], we presented a general framework for usage-based Web personal-
ization, and proposed speci�c techniques based on clustering and association
rule discovery to obtain dynamic recommendations from aggregate usage data.
In this paper, we extend this framework to incorporate content pro�les into the
recommendation process as a way to enhance the e�ectiveness of personalization
actions. We discuss speci�c preprocessing tasks necessary for performing both
content and usage mining, and present techniques based on clustering to derive
aggregate pro�les. Our goal is to create a uniform representation for both con-
tent and usage pro�les that can be e�ectively used for personalization tasks by
a recommendation engine in a consistent and integrated fashion. We show how
the discovered knowledge can be combined with the current status of an ongoing
Web activity to perform real-time personalization. Finally, present the results of
our experiments with the proposed techniques using real Web data.

2 A Web Mining Framework for Personalization

2.1 System Architecture

Figure 1 depicts a general architecture for Web personalization based on usage
and content mining. The overall process is divided into two components: the
o�ine component which is comprised of the data preparation and speci�c Web
mining tasks, and the online component which is a real-time recommendation
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Fig. 1. A general framework for automatic personalization based on Web Mining

engine. The data preparation tasks result in aggregate structures containing the
preprocessed usage and content data to be used in the mining stage. Usage
mining tasks can involve the discovery of association rules, sequential patterns,
pageview clusters, or transaction clusters, while content mining tasks may in-
volve feature clustering (based on occurrence patterns of features in pageviews),
pageview clustering based on content or meta-data attributes, or the discovery
of (content-based) association rules among features or pageviews. In this pa-
per, we focus on the derivation of usage pro�les from transaction clusters, and
the derivation of content pro�les from feature clusters. In the online component
of the system, the recommendation engine considers the active server session in
conjunction with the discovered pro�les to provide personalized content. The per-
sonalized content can take the form of recommended links or products, targeted
advertisements, or text and graphics tailored to the user's perceived preferences
as determined by the matching usage and content pro�les.
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2.2 Data Preparation for Usage and Content Mining

The required high-level tasks in usage data preprocessing are data cleaning, user
identi�cation, session identi�cation, pageview identi�cation, and path comple-
tion. The latter may be necessary due to client-side or proxy level caching. User
identi�cation is necessary for Web sites that do not use cookies or embedded
session ids. We use the heuristics proposed in [3] to identify unique user sessions
form anonymous usage data and to infer cached references.

Pageview identi�cation is the task of determining which page �le accesses
contribute to a single browser display. Not all pageviews are relevant for speci�c
mining tasks. Furthermore, among the relevant pageviews some may be more
signi�cant than others. The signi�cance of a pageview may depend on usage,
content and structural characteristics of the site, as well as prior domain knowl-
edge speci�ed by the site designer. For example, in an in an e-commerce site
pageviews corresponding to product-oriented events (e.g., shopping cart changes
or product information views) may be considered more signi�cant than others.
In order to provide a exible framework for a variety of data mining activities
a number of attributes must be recorded with each pageview. These attributes
include the pageview id (normally a URL uniquely representing the pageview),
duration (for a given user session), static pageview type (e.g., content, naviga-
tional, product view, index page, etc.), and other meta-data.

Transaction identi�cation can be performed as a �nal preprocessing step
prior to pattern discovery in order to focus on the relevant subsets of pageviews
in each user session [3]. The transaction �le can be further �ltered by removing
very low support or very high support pageview references (i.e., references to
those pageviews which do not appear in a su�cient number of transactions, or
those that are present in nearly all transactions). This type of support �ltering
can be useful in eliminating noise from the data, such as that generated by
shallow navigational patterns of \non-active" users, and pageview references
with minimal knowledge value for the purpose of personalization.

Usage preprocessing ultimately results in a set of n pageview records ap-
pearing in the transaction �le, P = fp1; p2; � � � ; png, with each pageview record
uniquely represented by its associated URL, and a set of m user transactions,
T = ft1; t2; � � � ; tmg, where each ti 2 T is a subset of P . To facilitate var-
ious data mining operations such as clustering, we view each transaction t

as an n-dimensional vector over the space of pageview references, i.e., t =
hw(p1; t); w(p2; t); � � � ; w(pn; t)i, where w(pi; t) is a weight, in the transaction
t, associated with the pageview represented by pi 2 P . The weights can be
determined in a number of ways, for example, binary weights can be used to
represent existence or non-existence of a product-purchase or a document ac-
cess in the transaction. On the other hand, the weights can be a function of
the duration of the associated pageview in order to capture the user's interest
in a content page. The weights may also, in part, be based on domain-speci�c
signi�cance weights assigned by the analyst.

Content preprocessing involves the extraction of relevant features from text
and meta-data. Meta-data extraction becomes particularly important when deal-
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ing with product-oriented pageviews or those involving non-textual content. In
the current implementation of our framework features are extracted from meta-
data embedded into �les in the form of XML or HTML meta-tags, as well as from
the textual content of pages. In order to use features in similarity computations,
appropriate weights must be associated with them. For features extracted from
meta-data, we assume that feature weights are provided as part of the domain
knowledge speci�ed by the site designer. For features extracted from text we
use a standard function of the term frequency and inverse document frequency
(tf.idf) for feature weights as commonly used in information retrieval [5, 15].

Speci�cally, each pageview p is represented as a k-dimensional feature vector,
where k is the total number of extracted features from the site in a global dic-
tionary. Each dimension in a feature vector represents the corresponding feature
weight within the pageview. Thus, the feature vector for a pageview p is given
by: p = hfw(p; f1); fw(p; f2); � � � ; fw(p; fk)i where fw(p; fj), is the weight of the
jth feature in pageview p 2 P , for 1 � j � k. For features extracted from textual
content of pages, the feature weight is obtained as the normalized tf.idf value for
the term. Finally, in order to combine feature weights from meta-data (speci�ed
externally) and feature weights from text, proper normalization of those weights
must be performed as part of preprocessing. The feature vectors obtained in this
way are organized into an inverted �le structure containing a dictionary of all
extracted features and posting �les for each feature specifying the pageviews in
which the feature occurs along with its weight. Conceptually, this structure can
be viewed as a feature-pageview matrix in which each column is a feature vector
corresponding to a pageview.

2.3 Discovery of Aggregate Usage Pro�les

The transaction �le obtained in the data preparation stage can be used as the
input to a variety of data mining algorithms. However, the discovery of patterns
from usage data by itself is not su�cient for performing the personalization
tasks. The critical step is the e�ective derivation of good quality and useful (i.e.,
actionable) \aggregate pro�les" from these patterns. Ideally, a pro�le captures an
aggregate view of the behavior of subsets of users based their common interests.
In particular, aggregate pro�les must be able to capture possibly overlapping
interests of users, since many users have common interests up to a point (in
their navigational history) beyond which their interests diverge. Furthermore,
they should provide the capability to distinguish among pageviews in terms of
their signi�cance within the pro�le.

Based on these requirements, we have found that representing usage pro�les
as weighted collections of pageview records provides a great deal of exibility.
Each item in a usage pro�le is a URL representing a relevant pageview, and can
have an associated weight representing its signi�cance within the pro�le. The
pro�les can be viewed as ordered collections (if the goal is to capture the navi-
gational path pro�les followed by users [12]), or as unordered (if the focus is on
capturing associations among speci�ed content or product pages). This uniform
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representation allows for the recommendation engine to easily integrate di�er-
ent kinds of pro�les (i.e., content and usage pro�les, as well as multiple pro�les
based on di�erent pageview types). Another advantage of this representation is
that the pro�les, themselves, can be viewed as pageview vectors, thus facilitating
the task of matching a current user session with similar pro�les using standard
vector operations.

Given the mapping of user transactions into a multi-dimensional space as
vectors of pageview, standard clustering algorithms, such as k-means, gener-
ally partition this space into groups of transactions that are close to each other
based on a measure of distance or similarity. Such a clustering will result in
a set TC = fc1; c2; � � � ; ckg of clusters, where each ci is a subset of the set of
transactions T . Ideally, each cluster represents a group of users with similar
navigational patterns. However, transaction clusters by themselves are not an
e�ective means of capturing an aggregated view of common user pro�les. Each
transaction cluster may potentially contain thousands of user transactions in-
volving hundreds of pageview references. Our ultimate goal in clustering user
transactions is to reduce these clusters into weighted collections of pageviews
which represent aggregate pro�les.

An e�ective method for the derivation of pro�les from transaction clusters
was �rst proposed in [8]. For each transaction cluster c 2 TC, we compute
the mean vector mc. The mean value for each pageview in the mean vector
is computed by �nding the ratio of the sum of the pageview weights across
transactions in c to the total number of transactions in the cluster. The weight
of each pageview within a pro�le is a function of this quantity thus obtained. In
generating the usage pro�les, the weights are normalized so that the maximum
weight in each usage pro�le is 1, and low-support pageviews (i.e. those with mean
value below a certain threshold �) are �ltered out. Thus, given a transaction
cluster c, we construct a usage pro�le prc as a set of pageview-weight pairs:

prc = fhp; weight(p; prc)i j p 2 P;weight(p; prc) � �g

where the signi�cance weight, weight(p; prc), of the pageview p within the usage
pro�le prc is given by:

weight(p; prc) =
1

jcj
�
X

t2c

w(p; t)

and w(p; t) is the weight of pageview p in transaction t 2 c. Each pro�le, in turn,
can be represented as a vector in the original n-dimensional space.

2.4 Discovery of Content Pro�les

We use precisely the same representation for content pro�les (i.e., weighted col-
lections of pageviews). In contrast to usage pro�les, content pro�les represent
di�erent ways pages with partly similar content may be grouped together. Our
goal here is to capture common interests of users in a group of pages because
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speci�c portions of their contents are similar. Di�erent groups of users may be
interested in di�erent segments of each page, thus content pro�les must capture
overlapping interests of users.

Clusters of pageviews obtained using standard clustering algorithms which
partition the data are not appropriate as candidates for content pro�les. To ob-
tain content pro�les, instead of clustering pageviews (as k-dimensional feature
vectors, where k is the number of extracted features in the global site dictionary),
we cluster the features. Using the inverted feature-pageview matrix obtained in
the content preprocessing stage, each feature can be viewed as an n-dimensional
vector over the original space of pageviews. Thus, each dimension in the pageview
vector for a feature is the weight associated with that feature in the correspond-
ing pageview. We use multivariate k-means clustering technique to cluster these
pageview vectors. Now, given a feature cluster G, we construct a content pro�le
CG as a set of pageview-weight pairs:

CG = fhp; weight(p; CG)i j p 2 P; weight(p; CG) � �g

where the signi�cance weight, weight(p; CG), of the pageview p within the con-
tent pro�le is obtained as follows:

weight(p; CG) =

P

f2G

fw(p; f)

nP

i=1

P

f2G

fw(pi; f)

and fw(p; f) is the weight of a feature f in pageview p. As in the case of usage
pro�les, we normalize pageview weights so that the maximum weight in each
pro�le is 1, and we �lter out pageviews whose weight is below a speci�ed sig-
ni�cance threshold, � . Note that the representation of content pro�les as a set
of pageview-weight pairs is identical to that for usage pro�les discussed earlier.
This uniform representation allows us to easily integrate both types of pro�les
with the recommendation engine.

3 Integrating Content and Usage Pro�les for

Personalization

The recommendation engine is the online component of a Web personalization
system. The task of the recommendation engine is to compute a recommendation

set for the current (active) user session, consisting the objects (links, ads, text,
products, etc.) that most closely match the current user pro�le. The essential
aspect of computing a recommendation set for a user is the matching of current
user's activity against aggregate pro�les. The recommended objects are added
to the last page in the active session accessed by the user before that page is
sent to the browser. Maintaining a history depth is important because most
users navigate several paths leading to independent pieces of information within
a session. In many cases these sub-sessions have a length of no more than 2 or
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3 references. We capture the user history depth within a sliding window over
the current session. The sliding window of size n over the active session allows
only the last n visited pages to inuence the recommendation value of items
in the recommendation set. Finally, the structural characteristics of the site or
prior domain knowledge can also be used to associate an additional measure of
signi�cance with each pageview in the user's active session.

In our proposed architecture, both content and usage pro�les are represented
as sets of pageview-weight pairs. This will allow for both the active session and
the pro�les to be treated as n-dimensional vectors over the space of pageviews
in the site. Thus, given a content or a usage pro�le C, we can represent C as a
vector C =



wC
1 ; w

C
2 ; � � � ; w

C
n

�
, where

wC
i =

n
weight(pi; C); if pi 2C

0; otherwise

Similarly, the current active session S is also represented as a vector S =
hs1; s2; :::; sni, where si is a signi�cance weight associated with the correspond-
ing pageview reference, if the user has accessed pi in this session, and si = 0,
otherwise. We can compute the pro�le matching score using a similarity function
such as the normalized cosine measure for vectors:

match(S;C) =

P
k

wC
k � Sk

rP
k

(Sk)2 �
P
k

(wC
k )

2
:

Note that the matching score is normalized for the size of the clusters and the
active session. This corresponds to the intuitive notion that we should see more
of the user's active session before obtaining a better match with a larger pro�le.
Given a pro�le C and an active session S, a recommendation score, Rec(S; p),
is computed for each pageview p in C as follows:

Rec(S; p) =
p
weight(p; C) � match(S;C):

If the pageview p is in the current active session, then its recommendation
value is set to zero. We obtain the usage recommendation set, UREC(S), for
current active session S by collecting from each usage pro�le all pageviews whose
recommendation score satis�es a minimum recommendation threshold �, i.e.,

UREC(S) = fwC
i j C 2 UP ; andRec(s; wC

i ) � �g;

where UP is the collection of all usage pro�les. Furthermore, for each pageview
that is contributed by several usage pro�les, we use its maximal recommenda-
tion score from all of the contributing pro�les. In a similar manner, we can
obtain the content recommendation set CREC(S) from content pro�les. Di�er-
ent methods can be used for combining the two recommendation sets depending
on the goals of personalization and the requirements of the site. In our case,
for each pageview we take the maximum recommendation value across the two
recommendation sets. This allows, for example, content pro�les to contribute to
the recommendation set even if no matching usage pro�le is available and vice
versa.
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4 Experimental Results

We conducted a series of experiments with real usage data from the site for
the newsletter of the Association for Consumer Research (from July 1998 to
June 1999). The site contains a variety of news items, including President's
columns, conference announcements, and call-for-papers for a number of con-
ferences and journals. The usage preprocessing steps described earlier resulted
in a user transaction �le containing 18430 user transactions with a total of 62
pageviews represented uniquely by their associated URLs. The transaction clus-
tering process yielded 16 transaction clusters representing di�erent types of user
access patterns. A threshold of 0.5 was used to derive usage pro�les from trans-
action clusters (i.e., pro�les contained only those pageviews appearing in at least
50% of transactions). In the content preprocessing stage, a total of 566 signi�cant
features were extracted with each document contributing at most 20 signi�cant
features to the global dictionary (normalized term frequency was used for mea-
suring feature signi�cance). Feature clustering using multivariate k-means re-
sulted in 28 feature clusters from which the corresponding (overlapping) content
pro�les were derived.

Figure 2 depicts an example of two overlapping content pro�les. The top sig-
ni�cant features where listed for each document for illustrative purposes. These
features indicated why each of the pageviews were included in each content pro-
�le. The �rst pro�le captures those documents in which a portion of the content
relates to global and international business management and marketing. On the
other hand, the second pro�le includes documents about consumer behavior and
psychology in marketing. Note that documents which contain content related to
both topics have been included in both pro�les. Usage pro�les are represented
in the same manner, but they capture overlapping aggregate usage patterns of
the site users.

Fig. 2. Two Overlapping Content Pro�les

The recommendation engine was used for a sample user session using a win-
dow size of 2. Figure 3 shows the system recommendations based only on usage
pro�les, while Figure 2 shows the results from only the content pro�les. In these
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tables, the �rst column shows the pageviews contained in the current active
session. The last pageview in each session window represents the current loca-
tion of the user in the site. The right-hand column gives the recommendation
score obtained using the techniques discussed in the previous section. It is clear
from these examples that the combination of recommendations from both con-
tent and usage pro�les can provide added value to the user. For example, in the
usage-based recommendations, the user's visit to \ACR Board of Directors

Meeting" did not yield any recommendations with a score above the speci-
�ed threshold (0.5), while content-based recommendations produced some pages
with related content. On the other hand, navigating to the page \Conference
Update" resulted in content-based recommendations for pages with only general
information and news about conferences, while usage pro�les yielded a number
of speci�c recommendations that the site users interested in conferences and
calls for papers tend visit.

Fig. 3. Recommendations Based on Usage Pro�les

5 Conclusions and Future Work

We have presented a general framework for personalization based on usage and
content mining, in which the user preference is automatically learned from Web
usage data and integrated with domain knowledge and the site content. This has
the potential of eliminating subjectivity from pro�le data as well as keeping it
up-to-date. Furthermore, the integration of usage and content mining increases
the usefulness and accuracy of the resulting recommendations. Our experimen-
tal results indicate that the techniques discussed here are promising, each with
its own unique characteristics, and bear further investigation and development.
Our future work in this area will include automatic classi�cation of pageview
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Fig. 4. Recommendations Based on Content Pro�les

types and better integration of a variety of pageview types (such as those rep-
resenting di�erent e-commerce or product-oriented events) into the mining and
recommendation process.
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Abstract. We propose TwinFinder: a recommender system for an on-line
bookstore. TwinFinder provides two recommendation methods, the Order-
Matching Method (OMM) and the Cross-Matching Method (CMM).
TwinFinder profiles a customer’s interest based on his/her purchase history.
Thus, it generates a vector of keywords from titles, authors, synopses, and
categories of books purchased. OMM keeps this vector to each category the
books belong to. Thus, OMM avoids recommending books that share only one
or two keywords but belong to the categories in which the customer has no
interest. When a customer has purchased several books that range over two or
more categories, TwinFinder generates recommendations based on CMM.
CMM looks for books in a category based on the keywords generated from the
purchased books in other categories. Thus, TwinFinder can generate rather
useful and surprising recommendations by OMM and CMM. We have
implemented and validated TwinFinder in the e-business system of a bookstore
in Japan.

1 Introduction

The rapid spreading of the Internet has made it easy for a firm to develop a new style
of e-business via One-To-One Marketing. One of the issues required to establish good
relations between a firm and its customers is how to provide appropriate information
which matches the implicit and/or explicit needs of customers. This requires
automated recommender systems.

As for the on-line book market, on-line bookstores deal with a tremendous number
of books, however each customer buys only a few of them. Customers usually use
some search methods to find which books to purchase from a huge database of books.
However, conventional search methods are convenient only when they know the
exact title or ISBN of the books to be purchased. They have very little chance to come
across un-thought of and/or unexpected books while searching in a database at an on-
line bookstore, though it often happens that we are able to find surprisingly good

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 177−190, 2000.
 Springer-Verlag Berlin Heidelberg 2000



books in a real bookstore. It is ironic that to come across un-thought of books is
difficult in an on-line bookstore because so many books are provided. Therefore, it is
important to provide customers with information about books that they desire to
purchase by using their purchase histories and a database of books.

In Japan, the foreign (Non-Japanese-language) book market is so small that there
are only a few real bookstores, which deal with foreign-books. Therefore, it is more
important for on-line bookstores to provide information about their books, because
Japanese customers hardly ever take a book in hand when deciding to purchase it or
not. Furthermore, the number of Japanese customers in the foreign-book market is
relatively small when compared to the number of foreign-books thereby limiting the
effectiveness of recommendations based on conventional collaborative filtering
techniques.

TwinFinder is a recommender system for an on-line bookstore in Japan. It
generates recommendations based on customers’ purchase histories and the book
information in the databases. We consider that TwinFinder has to have two important
characteristics. First, it can generate unexpected and/or un-thought of
recommendations to customers. Second, it can work well even when the number of
customers is small. We use a content-based recommendation technique and propose
an Order-Matching Method (OMM) and a Cross-Matching Method (CMM) to
improve it. TwinFinder can generate rather useful and surprising recommendations by
OMM and CMM. We have implemented TwinFinder at Skysoft1: an on-line foreign-
book store in Japan. To validate TwinFinder in the practical environment, we have
conducted controlled experiments on the system to apply it to real customers. The
results have suggested that our approach is very effective.

This paper is organized as follows: In section 2, we discuss the current issues of
recommendation systems. In section 3, we explain the architecture of TwinFinder. In
section 4, we describe the experimental setup, the results, and discussions. In section
5, we give some concluding remarks and future work.

2 Issues on Recommender Systems

We can find comprehensive surveys on recommender systems in
CACM[1,2,5,6,10,12,15], most of which are concerned with social processes of
recommendation activities among customers. They have reported (1) roles of
volunteers to make recommendation information and receivers of them, (2) cost
structures and tradeoffs between good and bad recommendations provided, (3)
personal privacy problems when generating recommendations, (4) the qualities of
recommendations when so many attendees exist in the target domain (e.g., “vote early
and often phenomena”), and (5) business models to develop and maintain
recommender systems. Although these issues must be discussed further in detail, in
this paper, we will focus on the technical side. In the technical side, there are mainly
three kinds of methods in a recommender system: Contents-Based Recommendation,
Collaborative-Filtering Recommendation and Hybrid Recommendation.

                                                          
1 http://www.skysoft.co.jp
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2.1 Content-Based Recommendation

Conventional Content-Based Recommendation generates recommendations based on
a comparison between the representations of content’s features and user profiles. A
user profile is built up by analyzing accumulated user rating content based on past
purchasing behavior. In this method, the techniques of Information Retrieval (IR) are
used for content analysis. For example, TFIDF (term frequency times inverse
document frequency) [13], a vector space model [13] are often used. Examples of
Content-Based Recommendation are found in the systems: InfoFinder[7],
NewsWeeder[8] and Syskill & Webert[3].

Two shortcomings of this method are pointed out [2].
•  The kind of content depends on the content analysis techniques. At present, it is

restricted to the text document to which Information Retrieval techniques are
applicable.

•  A Content-Based Recommendation system tends to generate over-specialized
recommendation. The information provided with users is restricted to the contents
which is similar to those already rated.

2.2 Collaborative-Filtering Recommendation

Collaborative-Filtering Recommendation is another approach different from Content-
Based Recommendation. This method recommends items which other similar users
liked, rather than recommend items, which are similar to items a user has rated in past
behavior. Thus, in this method, we analyze ratings of items by users to classify the
users into groups, so that users in a group share similar interests. Then, a user is
recommended items, which his/her similar users have rated highly and he/she has not
seen before.

Examples of Collaborative-filtering recommendation are found in the systems:
GroupLens[11] and Firefly[14].

This method deals with all kinds of content, because the system need not analyze
content to generate recommendation. On the other side, the shortcomings are
summarized in the following [2];
•  We need to have a large enough number of users and rating information compared

with the number of items. When the number of users is small, recommended items
will be limited.

•  If we have a new item, which we want to recommend, there is no way to
recommend it until a user rates it.

2.3 Hybrid Recommendation

Hybrid Recommendation[2] combines the techniques of Content-Based
Recommendation and Collaborative-Filtering Recommendation to incorporate the
advantages of both. In this method, a user is recommended items, which his/her
similar users have rated highly, based on the techniques of Collaborative-Filtering.
The similarities between users are based on comparisons between user profiles, which
are generated by analyzing content.
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3 TwinFinder System

3.1 Advantages of TwinFinder

Both Content-Based Recommendation and Collaborative-Filtering Recommendation
could be applied for recommendation services on a bookstore. However, the
shortcomings of both methods pointed in 2.1 and 2.2 suggest that the following
problems must be coped with.

•  In Content-Based Recommendation, customers are restricted to seeing
recommended books similar to the ones they have purchased.

•  In Collaborative-Filtering Recommendation, a large number of books will require
a large number of customers to make recommendations; otherwise, high quality
recommendations cannot be expected.

As we will discuss later in the following sections, TwinFinder basically uses
Content-Based Recommendation. However, in order to avoid over-specialized
recommendations, initial information gathering of customers, and free riding
problems, we will improve conventional Content-Based Recommendation. In the
foreign book store domain, we are required to provide high quality recommendation
services even when the number of customers is small compared with the number of
books.

3.2 Process of TwinFinder to Generate Recommendation

Table of Book Master
ISBN

Title Synopsis
Author Category

Table of
Purchase Histories

Vectors of KeyWords
for Feature of Books

Vectors of KeyWords
for Customer profiles

Sum Up the Vectors
of Books Purchased Generate Vectors

of Keywords
Comparison

Recommendations

Fig. 3.1 Basic process to generate recommendations on the TwinFinder system

Generally, as for Content-Based Recommendation focusing on text documents, we
use a vector of keywords to represent a customer’s profile, which alternates
customers' interests and feature of books. TwinFinder also follows the process. First,
TwinFinder generates a vector of keywords for customer profiles based on a
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customer’s purchase history and information of books. Then, it computes similarities
between the customer profile and feature of books, and it also recommends books,
which have a high level of similarity.

3.3 Generating Customer Profiles

3.3.1 Utilizing Book Categories Information
In Skysoft, they classify books into 49 categories such as Art, Business and
Economics, Cooking, Computers, and so on, according to BISAC2 Subject
Categories. Each category has sub-categories. The total number of sub-categories is
3700. Fig. 3.2 shows that the more books the customers purchase, the more the
number of categories increases. Thus, the range of customer’s interest with many
books becomes very broad. This is different from the case of conventional
information retrieval problems in a library context.

In the case of a customer who has an interest in several categories, it is easy to
imagine that he or she uses different keywords to search in different book categories.
Thus, when we generate a customer profile, which represents the customer’s interests,
we must generate several sets of keywords for each category that the customer has
interests.

In TwinFinder, we assume that one book category represents one of the customer’s
interests. Therefore, we decide to generate the customer profile from several vectors
whose elements contain keywords used in each book category.

0%

20%

40%

60%

80%

100%

1 book 2 books 3 books 4 books 5 or more
books

4 or more categories

3 categories

2 categories

1 category

Fig. 3.2 The number of categories to which purchased books belong by the total number of
purchased books

                                                          
2 The acronym of Book Industry Systems Advisory Committee
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3.3.2 Utilizing Keywords Vector
In TwinFinder, we generate a vector of keywords from titles, authors, synopses, and
sub-categories of books purchased. Fig. 3.3 shows the process to generate vectors of
keywords for a customer profile. First, the system generates a vector of keywords for
each book purchased by a customer. Then, it generates vectors of keywords for the
customer profile by summing up vectors of keywords in each category to which books
purchased belong.

Title
Synopsis

Author
Sub-Category

Vectors of 
Keywords
for books

Database of Books

Vectors of Keywords
for each Customer

Generate
Vector of
Keywords

for each Book

Vector of 
Keywords

for a Category

Vector of 
Keywords

for a Category
Sum up

Vectors of 
Purchased Books
in each Category

Fig. 3.3 Process to generate customer profile from vectors of keyword for books

Fig. 3.4 shows the process to generate a vector of keywords for each book. We
decompose titles and synopses into separated keywords as follows:
•  Tag each word in the title and synopsis word category. For this purpose, we use

Brill’s English tagger[4].
•  To delete stop words, use the information of the word category and a stop word

list.
•  We adopt remaining words as single word keywords.
•  If multiple nouns continue in a title or synopsis sentence, we consider that they

form a compound keyword. In such a case, we treat the series of the nouns as if
the series is a single keyword.

Title
Synopsis

Author
Sub-Category

Vector of
KeyWords

for each Book

Text Processing
Tagging

Delete Stop Word

 Generate 
Compound Words

Compound
Words

Keyword

Author and
Sub-Category

Keyword

Single Word
Keyword

Weighting
and

Generate
Vector

Database of Books

Fig. 3.4 The process to generate a vector of keywords for each book

Then, we give weights to keywords, which consist of single words, compound
words, authors, and sub-categories. We use TFIDF(term frequency times inverse
document frequency)[13] as a keyword weighting method.
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Let fij be the frequency of a keyword tj in a book di , nj denote the number of books
which contain keyword tj , and N denotes the number of all books in a corpus. k is a
weight parameter for each kind of keyword. We set the parameter k=2 for sub-
category keywords and k=1 for the others. We define TFij as

.)1(log2 +⋅= kfTF ijij (1)

We define IDFj as

.)(log
2 jj

nNIDF = (2)

Thus, the weight wij of keyword tj in a book di is represented by equation (1) and (2) as

.)(log)1(log
22 jijjijij

nNkfIDFTFw ⋅+⋅=×= (3)

A vector of keywords for each customer is the sum of vectors of keywords for books
purchased. We define weight w’jkl of keyword tj for a category Cl and customer Uk as

( ) ,’ ∑ ⋅⋅=
i

ilikijjkl
sbww (4)

where bik=1, if a customer Uk has purchased a book di , otherwise bik=0, and sil =1, if a
book di belongs to a category Cl. , otherwise we set sil =0.

3.3.3 Measuring Similarities among Books and Customers
To generate recommendation, TwinFinder compares the customer profile with the
feature of books. Recommend rating rikl of a book di for a customer Uk in a category Cl

is computed by using the cosine vector formula and equations (3) and (4) as follows:

.)10(         
’

’
22

≤≤=
∑∑

∑
ikl

jklij

jklij
ikl r

ww

ww
r (5)

3.4 Order-Matching Method

In 3.3.2, we have described how TwinFinder generates vectors of keywords for a
customer profile in each category to which books purchased belong. Fig. 3.5 shows
how to use these vectors to generate recommendations on the Order-Matching
Method (OMM). OMM compares a customer’s vector for one category with vectors of
books in the same category. Thus, OMM avoids recommending books that share only
one or two keywords, but belong to the categories in which a customer has no interest.

For example, suppose a customer who has purchased some books about ’cake’ and
’cookie’ in the category of cooking. OMM uses the key word: ’cake’ and ’cookie’ to
search books in the category of cooking to recommend books, which mainly refer to
’cake’ and ’cookie’. OMM avoids recommending books such as "Mrs. Jeffries Takes
the Cake" in the category of fiction, "Cookies"3 that refers to web programming in the
category of computers, and so on.

                                                          
3 "Cookie" is one of web programming techniques to make functional web pages.
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Vectors of Keywords
for Books
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A Vector of Keywords
in Category “A”
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for Books
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A Vector of Keywords
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Customer Profile

comparison

Categories
to which

purchased books
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Features of Books
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Fig. 3.5 How to use vectors to generate recommendations on Order-Matching Method

3.5 Cross-Matching Method

The Cross-Matching Method (CMM) aims to avoid generating over-specialized
recommendations. Fig. 3.6 shows how to use vectors of keywords to generate
recommendations with the CMM. CMM compares a customer’s vector for one
category with vectors of books that are in the other categories but belong to the
categories in which the customer has purchased books in past.

Vectors of Keywords
for Books

in Category “A”

A Vector of Keywords
in Category “A”

Vectors of Keywords
for Books

in Category “B”

A Vector of Keywords
in Category “B”

Customer Profile

comparison

Categories
to which

purchased books
belong

Features of Books

comparison

Fig. 3.6 How to use vectors to generate recommendations on the Cross-Matching Method

We give a simple example to clarify this idea. Suppose a customer who has
purchased some books on Star Trek in the category of fiction and some books in the
category of cooking. CMM uses the key word: “Star Trek” to search books in the
category of cooking to recommend “Star Trek Cookbook” that is indeed in print.
Thus, CMM can link two interests of a customer with each other. Then, we expect
CMM will give customers rather surprising and unexpected impressions.
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4 Experiments of TwinFinder System

4.1 Experimental Setup

We have implemented an experimental recommendation system for Skysoft
bookstore: an on-line foreign-book store in Japan, and have conducted experiments
from the December of 1999 to January of 2000 (see Fig. 4.1). Our purpose of this
series of the experiments is to validate the performance of TwinFinder being able to
generate rather useful, surprising and un-thought of recommendations.

Customer

Information System of Skysoft

Inter-net

Web Site
of Skysoft

Table of
Book

Master

Table of
Purchase
History

Table of
Customer

“TwinFinder”
Recommender

System
Send Recommendations

by E-mail

Detail Information
of Books and

Questionnaire

E-Mail
System

Fig. 4.1 Outline of experimental recommendation service in the e-business system of Skysoft

The experimental recommend services are summarized as follows.

1. TwinFinder displays recommended books for each customer by analyzing book
information, customers’ information, and customers’ purchase histories in the
database of Skysoft.

2. We provide each customer with information about recommended books by e-mail
two times. The e-mail service is a good way of the experiments, because we are
required to develop push-type services in operation. At the first time, the best three
books generated by the Normal matching method are recommended. At the second
time, the best eight books are recommended. The four books are generated by
OMM and the other four books are generated by CMM. For the customers to
whom we cannot apply CMM because the purchased books are only in one
category, the recommendations are generated by Semi-CMM. These e-mails
contain the title, author, synopsis, price, publishing date, binding, and links to not
only each book’s web page but also a corresponding questionnaire about this
service.

3. Customers can click and jump to the web pages, and easily to get more information
about the book, and, of course, he or she can purchase it.
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Table 4.1 Statistics of Expriments

the number of subject customers 396

the number of recommendations
sent

2 recommendation mails per customer

the number of responses 1st: 185•2nd:150

Recommendation methods NORMAL, OMM, CMM, Semi-CMM

the number of evaluations for each
recommendation method

NORMAL:503, OMM:633, CMM:319, Semi-
CMM:228

Table 4.1 shows the summary of our experiment statistics. We have selected 396
real customers to offer this service, who have (1) accepted to receive e-mails from
SkySoft, and (2) had purchase records within the last three months (from 1st
September 1999 to 30th November 1999). The subject customers have been sent an e-
mail, which contains the information on the service and recommendations. If they
accepted the services, they replied with questionnaire results. Please note that the
number of the customers is small compared with other dominant online bookstore.

To generate recommendations, we have prepared the four recommendation
methods: NORMAL, OMM, CMM, and Semi-CMM. NORMAL uses only one vector
of keywords for each customer profile. On the other hand, as described above, OMM
and CMM use two or more vectors according to book categories. NORMAL is used
as a baseline of the proposed methods. Semi-CMM method is a modification of CMM
applicable to customers who have purchased books from only one category. It is
because the original CMM requires two or more categories for each customer to
which his or her purchased books belong. We used customers’ information of
interested categories in the database, which had been registered when they subscribed
to Skysoft.

We have conducted survey studies twice using questionnaire forms on the web. For
each experiment, 185 and 150 among 396 subject customers replied to the first and
second questionnaires respectively.

4.2 Experimental Results and Discussion

Fig. 4.2 shows the frequency distribution of the rating points of usefulness to our
recommendation service. Customers evaluated the usefulness on a five point rating;
poor, not-useful, fair, useful, and excellent. The first experiments have shown that
87% of the subject customers chose 'excellent' or 'useful'. The result clearly states that
customers have strong needs for information about foreign-books and our
recommendation service is desirable.
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Fig. 4.2 The frequency distribution of the rating points of usefulness to our recommendation
service

Fig. 4.3 shows the frequency distribution of rating points of the usefulness to each
recommended information by the recommendation methods. Subject customers have
evaluated the usefulness on a five point rating; poor, not-useful, fair, useful, and
excellent. NORMAL is used as a baseline of them. OMM, CMM, and Semi-CMM
have clearly outperformed NORMAL at the rate ‘excellent’. Fig. 4.3 has suggested
that OMM and CMM have recommended less irrelevant recommendations compared
with NORMAL ones at the rate of ‘poor’. Semi-CMM has shown that is the worst one
at the rate of ‘poor’, however, free verbal comments given by the subjects have
revealed that the initial profiles by the customers are often irrelevant, because they
have not believed that the information will be used for the recommendation.
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Fig. 4.3 The frequency distribution of rating points of the usefulness to each recommended
information by the recommendation methods
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Table 4.2 shows the result of T-test about the mean of rating points of the
usefulness by the recommendation methods. OMM outperforms NORMAL at 95% of
the significant probability level. OMM seems slightly more useful than CMM,
however, the statistical test has shown that they are indistinguishable.

Table 4.2 The result of T-test about the mean of rating points of usefulness by the
recommendation methods. NORMAL is used as a baseline of the recommendation methods.

Method N Mean Std Dev Method N Mean Std Dev Prob>|T|
OMM 619 3.517 1.147 0.037
CMM 319 3.455 1.167 0.324

Semi-CMM 228 3.272 1.296 0.307
NORMAL 495 3.374 1.122

In order to measure the novelty and the surprise factor of the recommended
information, we use the ratings: New Info, Surprising Info, Known Info and
purchased, and Known Info but unpurchased. Fig. 4.4 shows the summary of the
answers. Surprising Info has been highly evaluated from the viewpoints of usefulness
of the recommendations.

1

2

3

4

New Info Surprising Info Known Info and
Purchased

Known Info but
Unpurchased

Fig. 4.4 The mean of rating points of usefulness by the information type rated by customers

For the detailed analysis of the surprise factor, Fig. 4.5 shows the ratio of
Surprising Info of OMM, CMM, and Semi-CMM methods. The result shows that
CMM and Semi-CMM generate more surprising information, which may attract
customers.
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Fig. 4.5 The ratio of Surprising Info of OMM, CMM, and Semi-CMM methods

5. Concluding Remarks

This paper has proposed TwinFinder: a novel content-based recommendation system
and has described the experimental results as tested on Skysoft an on-line bookstore.
The assumption we made in order to implement the recommendation system is that
the quality improvement of recommendation services requires the facility to give both
surprising and interesting information to enhance the categories of book selection of
the intended users. TwinFinder has been developed based on that assumption and will
be a new method to achieve the objective.

The experiments in a real environment have suggested that
1. The system is useful even if there are very small number of users compared with

the large number of service items;
2. The OMM (Order-Matching Method) designed to enhance the accuracy of the

recommendation has outperformed conventional content-based recommendation
methods from the viewpoint of the usefulness of the recommended information;

3. The CMM (Cross-Matching Method) designed to link multiple kinds of interests of
users has provided surprising and unexpected information with the customers.
During the experiments, Skysoft reported that 41 books were been sold. When

considering the volume of sales at Skysoft, the number is relatively significant.
Currently, we have a plan to put TwinFinder into operational use. We are also
developing a hybrid type recommendation system for a purpose, which will couple
with both of the Content-Based and Collaborative-Filtering type recommendation
methods into the architecture of TwinFinder. The results will be reported elsewhere.
However, there remain some problems to include Collaborative-Filtering
recommendation methods into our system. We must further develop new such
methods that are applicable when the number of customers is small. The future work
includes the development of fine-tuning methods of the proposed matching
algorithms to meet the marketing requirements in general e-commerce environments.
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Abstract. The question whether electronic commerce is most successfully ap-
plied globally or instead is best suited for local application is gradually becom-
ing more articulated. The analysis is more firmly founded in commercial reality
with the growing take-up of electronic commerce. The question gets broken
down into many more issues of interest. This paper addresses some of these cur-
rent issues related to ‘’global and local in electronic commerce’ such as the
types of global e-markets, barriers to globalization in electronic commerce, and
successful global e-commerce business models.

Issue Definition: Global and Local in E-commerce

The ‘global versus local’ question is being debated since a few years in the electronic
commerce research community [1]. The central issue has been for a while whether e-
commerce is intrinsically global, following the logic of the global nature of the Inter-
net, or whether the largest impact and benefits of electronic commerce would manifest
itself through local use of the Internet for business. As it is still early days for elec-
tronic commerce in many parts of the world, this question has not yet been answered
decisively since evidence is anecdotal rather than systematic. The examples given in
the literature tended to illustrate that after a first wave of global approaches many
successful local uses of e-commerce were emerging. The question was also addressed
from the point of view of regional development, amongst others at the 1999 European
Commission / Tekes Information Society Technologies Conference [2].

Recently the debate has moved on stimulated by the rapid growth of e-commerce
worldwide and especially by of the emergence of large business-to-business
e-marketplaces. These marketplaces and exchanges are typically being created by
international alliances of purchasers within industry sectors such as automotive, retail,
aerospace, chemicals, agriculture, etc.1 They also emerge across industry sectors such

                                                          
1 B2B marketplaces such as AutoXChange, GlobalNetXchange, and others; if they realize their

turnover, these widely publicized marketplaces alone will transact in the order of 500-1000
billion in a few years time.
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as in MRO and generic services purchasing in which case they are more likely oper-
ated by a third party2. It is predicted that many more of such marketplaces will arise,
in virtually every industry sector3. These marketplaces seem naturally best placed to
become global electronic trading environments. Questions then arise about the oppor-
tunities for growing such e-markets globally and about barriers and marketing strate-
gies. This has been the subject of debate amongst others at the recent CommerceNet
B2B Big Bang Conference series [3].

An additional factor in the debate has been the huge market capitalization of Internet
companies. This gives these ‘dotcoms’ the financial basis to execute a business strat-
egy of global presence through acquisitions and mergers or through investing in global
branding and global delivery infrastructure.

Finally, the debate is also moving to a macro-economic level, in terms of e-commerce
as a factor in global competitiveness. The European Union’s March 2000 Lisbon
Summit was focused on accelerating the European Union’s participation in the digital
economy and improving the EU’s potential to shape that new economy vis-à-vis the
United States.

Therefore the global – local issue has stayed center stage while becoming more ar-
ticulated and less academic and more based on actual business reality.

To summarize, some of the questions at this stage of the debate are about:

Barriers to global e-commerce
Marketing strategies to go global
Types of global e-markets
Global e-commerce business models

As well as:

Impact of e-commerce on global competitiveness
First-mover advantage of countries and regions
E-commerce and global trade flows
Role of governments in global e-commerce.
Changes in structure of global industries
Global presence based on regional development.

In this paper the first set of questions will be addressed, by providing an overview of
barriers to go global in e-commerce and relevant marketing strategies, followed by a
typology of global e-markets, and concluded by an assessment of how such barriers
are addressed in the wider context of business models. Answering the other, equally
interesting, questions will be deferred to a further paper.

                                                          
2 Examples are TradeZone and Barclays B2B.
3 Gartner Group estimated that there will be 3000 B2B marketplaces and exchanges within a

few years.
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Barriers to Global E-markets

There are several barriers to creating global e-markets and global business models
such as:

- Inadequate global delivery and fulfillment systems
- Differences in culture, language, commercial practice
- Fragmentation in the industry
- Incomplete global legal and self-regulatory framework
- Barriers specific to small companies.

These barriers are addressed in some more detail below.

Inadequate global delivery and fulfillment systems
A (limited) survey by Forrester Research in the USA in 1999 revealed that 85% of
respondents did not fulfill orders internationally because of complications with cus-
toms, tax, shipping, etc [4]. The main barrier expected for 2001 by respondents was in
global distribution. The difficulty of handling smaller package delivery and returns
were other factors identified as a barrier. Likewise surveys in the European Union
point to the complications of international shipping and fragmentation of cross-country
logistics as an important remaining barrier to global e-commerce. Large transport,
logistics, and postal operators see a natural business opportunity in providing seamless
delivery across borders, enriched by value-added services such as identification, clear-
ance etc. Smaller operators in the transport and logistics sector consider to team up by
interconnecting their systems. An example of the latter, with a focus on the impact of
business process organization, is the EU TRANS2000 project [5].

Differences in culture, language, commercial practice
Differences in culture and language remain significant barriers to the globalization of
e-markets. This also includes differences in business culture and commercial practice.
Sometimes such differences are founded in different legal systems. Global e-markets
in legal services for example will not easily be created, except for niche areas like
international legal practice for large corporates. To bridge culture, language, and
commercial practice differences a role remains for trading intermediaries such as
banks, trading companies, international supply chain managers, chambers of com-
merce, etc. Support is provided by harmonization of trade terms and international
trade contracts, for example as undertaken by the UN and the International Chambers
of Commerce. However, technology can lend a helping hand too, for example to sup-
port negotiation in a situation of diversity of business practice, cf. the EU MEMO,
COBRA and COSMOS projects.

Fragmentation in the industry
Fragmentation in the industry is another barrier to creating global e-markets. Where
the industry is split up in many small companies it may be particularly hard to achieve
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economy of scale to create a global e-market, even if the underlying product-market is
potentially global. The Internet and e-markets may create additional pressure to con-
solidate fragmented industries such as in retail financial services or insurance or travel
and tourism.

Incomplete global legal and self-regulatory framework
Differences in law and self-regulatory schemes across the world form another barrier
to going global. Over the past years significant progress has been achieved in adapting
legal frameworks to the reality of electronic commerce and in developing self-
regulation such as codes of conduct and trust marks. The development of these has
been conditioned by discussions and guidelines from international bodies such as the
WTO, UN, OECD and GBDe. However, often laws and codes of conduct have a sin-
gle-country focus rather than being multi-country, let alone that they have global ap-
plicability. The exception to this is the European Union, which could build upon the
common Internal Market framework and therefore has managed to rapidly put a 15-
country framework for electronic commerce in place [6]. Another multi-country ap-
proach is the common management of domain names by ICANN. Efforts are under-
way in the aforementioned international bodies to lift national and regional frame-
works to the global level and to bridge gaps amongst others by alternative (that is, out-
of-court) means of arbitration and mediation of disputes, a priority in the recent eEu-
rope initiative of the European Union4.

Barriers specific to small companies
Finally, small companies experience specific barriers to either participate in or set up
global e-markets. Clearly resources matter, in terms of capital and personnel.  For
small companies also lack of brand visibility is another obstacle. And in particular
when the business model is that of a marketplace operator it is the number and quality
of business relationships that is key. Small companies therefore choose specific strate-
gies to set up global e-markets, such as leveraging strategic partnerships, offering
sharing arrangements like franchising and affiliate schemes (cf TradeZone), focusing
on niche markets (cf Schelfhout), and cooperation with other small companies (e.g.
setting up common export-promotion Website as in the furniture sector in Spain). As
individual participants to global e-markets small companies may face a hard task
since at the initial phase of such e-markets especially price transparency will increase
rather than transparency of product characteristics in general, such as quality, delivery
time, service level, knowledge of the business, etc. Current e-markets are not good at
making visible non-price attributes. This may at least initially narrow the base for
small companies to compete on. However, this is at this stage a hypothesis, which
would be interesting to see validated by empirical research.

A practical example that illustrates most of these barriers to globalization of e-markets
is online health services, as recently analyzed by the Economist [7]. Several chal-

                                                          
4 eEurope initiative is a major political initiative to promote the Information Society for all in

the European Union, http://europa.eu.int/comm/information_society/eeurope/index_en.htm.
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lenges were listed to deliver such services internationally e.g. from a US base into the
European market, or between EU countries, including culture (ethics), different medi-
cal practices, different regulations for selling drugs online and advertising, as well as
fragmentation in the health and insurance industry.

Marketing Strategies

Companies that wish to pursue global e-commerce will exploit their assets globally in
view of the business opportunity and at the same time need to overcome the barriers in
the business environment mentioned above, where these occur in their business, as
well as address its own internal weaknesses. Marketing strategies to go global in e-
commerce have been listed in the 1999 World Markets Research Centre Business
Report on electronic commerce and in ‘Electronic Commerce’ by Timmers [8]:

1. Addressing a global product-market;
2. Being part of a global supply-chain;
3. Offering multiple language support;
4. Setting up global networked franchising;
5. Complementing global physical presence with Internet presence;

To which can be added:

6. Building global presence through mergers and acquisitions.

Each of these strategies may be relevant to the barriers in the business environment, as
summarized in Table 1 and brief explained below.

Table 1 Barriers and Marketing Strategies

Barrier�

Strategy�

Global
fulfillment

Culture /
language

Industry
fragmentation

Legal / self-
regulatory

Small
companies

Global prod-
uct-market

+ n.a. + + +

Global supply-
chain

+ n.a. + - +

Multi-lingual
support

- + - - -

Global fran-
chising

+ + + + +

Physical +
virtual pres-
ence

+ + n.a. + -

 Legend: + : the strategy is relevant to overcome the barrier; - : the strategy does not help to overcome the
barrier; n.a. : the barrier is not present.
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If the strategy is to focus on a global product-market, barriers to be surmounted are
more likely to be of an operational nature such as in organizing global delivery. An
approach to this may be subcontracting. If products and services can be delivered
online, e.g. software or news for professionals, global fulfillment is a non-issue. Barri-
ers may also be in differences in legal/self-regulatory frameworks between countries.
For instance, selling technical books online means dealing with a global product-
market where issues to be resolved are global small package shipping and taxa-
tion/customs differences. Addressing a global product-market may also be an adequate
marketing strategy for small companies in case they focus on a niche where their high
level of expertise forms a barrier to entry.

For the second marketing strategy, being a partner in a global supply chain, fulfillment
is less of an issue as the rest of the supply chain or the supply chain manager takes
care of that, but industry fragmentation may be a barrier. This too is a strategy in
which small companies can overcome their disadvantages, as is the case for second-
tier or third-tier suppliers in the automotive industry sector.

The third strategy, multiple language support, is currently still too costly for small
companies. In practice only large companies provide multiple language support, al-
though it is not inconceivable that affiliate schemes may be a route to multiple lan-
guage support as well. Also, multi-linguality addresses only one of the barriers, and
usually there are other barriers that come along with differences in language as well.

The global franchising strategy or more generally global partnering in one form or the
other including affiliate schemes, may have the greatest potential to address the full
range of barriers. However, it is a complicated strategy to execute, as it requires deal-
ing with global and local issues at the same time. The concept to be implemented is
global presence, which requires certain globally shared elements such as brand, cata-
logue definition, service approach, or others. At the same time the franchisees are
local and need to conform to the global elements while they also need to be responsi-
ble for local added value.

Extending physical global presence with virtual presence is a route to market for large
companies. It is a way to piggyback in the virtual world on solutions to fulfillment
problems that have already been arranged for by physical presence (subsidiaries, dis-
tributors etc). Knowledge of the local situation is applied to the virtual presence to
overcome cultural barriers and address specific local legal/self-regulatory require-
ments.

Typology of Global E-markets

Global e-marketplaces as currently being realized can be classified in a four types:

A. Intrinsically global e-markets, that deal with global products, customers, and
suppliers, e.g. MRO or automotive;

B. Globally replicated local markets, e.g. auctions of perishable products;
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C. Local markets with a global infrastructure, e.g. location-dependent m-
commerce;

D. e-Ports, where products are exported globally by a collaboration of producers.

Let’s look at these four types in more detail.

Intrinsically Global E-markets

Intrinsically global e-markets are those that deal with products that are of a global
nature and customers and suppliers who themselves are present globally. Many of the
recently announced large B2B exchanges are of that nature. For example, the automo-
tive sector is already to a large extent a global industry, where supply chains span the
globe and component suppliers and automotive plants cooperate with partners world-
wide. AutoXchange, the large automotive marketplace already brings together manu-
facturers from Europe, Japan and the USA (Renault, Toyota, DaimlerChrysler, Ford,
GM). Another example is the trading of routine business products or so-called non-
productive goods (MRO – Maintenance, Repair, Operations). These are needed by
business worldwide, while there are often many suppliers all over the world for such
products. Marketplaces that provide a uniform view on the products on offer (cf.
TradeZone, Barclays B2B) are intrinsically global.

To some extent this is of course a simplified picture: the operation of marketplaces
does not end with ordering. Fulfillment will increasingly become part of e-markets,
and with fulfillment local and location factors will come play a role, ranging from
delivery time and cost depending on transportation distance, to import/export regula-
tion, to differences in business practice. The challenge for intrinsically global market-
places is to move beyond the straightforward role of matching demand and supply, to
also provide fulfillment, while avoiding fragmentation of the marketplace into a set of
local markets.

Replicated Local Markets

Some e-markets are necessarily geographically bounded. However, the same approach
as followed in one region can be replicated in other regions, thereby achieving global
leverage. An example is in fisheries, where e-auctions have been set up, amongst
others by as a result of the European Infomar project5. Internet-based auction software
has made it possible to interconnect auctions all across Europe. Fish that has been
caught is traded at the e-auction while the vessel is still at sea. Depending upon the
deal that is made the ship can choose the port to unload the catch. Effectively a single
auction is being created across a region (a number of neighboring European countries).
While it makes no sense to extend the auction by involving ever more countries with-

                                                          
5 The provider of auction software is Schelfhout from Belgium specialising on perishable

goods trading, www.schelfhout.com.
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out limits, the same approach is pursued by the providers involved in other parts of the
world, likewise on a regional basis.

Local Markets Built on a Global Infrastructure

When we talk about global e-markets not all of a market needs to be truly global. The
actual representation and trading function could be fully local, while access, payment,
security and delivery functions could be global. A convincing example is mobile elec-
tronic commerce or m-commerce. Location-specific services are likely to become a
key feature of m-commerce, e.g. obtaining through the mobile phone a taxi upon arri-
val in a city. While this is a function that is highly location-dependent it requires ac-
cess to a widely – preferably globally –available mobile network infrastructure. The
infrastructure should support global roaming for access. Moreover, it is likely that
‘services roaming’ will be introduced more generally6. An example is the roaming of
taxi-services, potentially creating a ‘global’ taxi-service on the basis of local offers
and roaming agreements7. The infrastructure is also likely to support payments glob-
ally. It is an interesting question to consider which infrastructure services minimally
have to be available on a global basis, and which services could be made available
globally in order to increase efficiency and convenience for local markets that build
upon these global infrastructure services.

E-ports

As another example of markets with a global dimension that nevertheless retain a
strong local element, ‘e-ports’ can be mentioned. The concept is that of a number of
suppliers within a common geographic region who seek global presence but are not
able to go global individually. They set up a joint export facility that deals on their
behalf with the complexity of international trade such a multi-language catalogues,
import/export regulations, multi-currency financing, international shipping, etc. Effec-
tively they create a common marketplace, with global presence, which could be as
simple as an e-mall or have the much richer functionality of a third-party market-
place8. An example is a group of furniture producers in Spain that have set up Furni-
tureNet. Because of the export orientation of this marketplace it is called an ‘e-port’.

                                                          
6 I am grateful to Bror Salmelin at the European Commission for pointing this out to me.
7 Strictly speaking this need not be an e-market, in the sense that an intermediary brings several

suppliers and buyers together: it could also be realized as a collection of e-shops (see business
models below).

8 For these and other business models see section 0.
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Global E-business Models and Marketing Strategies

E-markets usually implement one or more business models. Business models analysis
combined with the insight in the marketing strategies mentioned before provides fur-
ther guidance in the global – local issue.

A business model should give product/service, information and money flows. It should
also list the business actors involved, what their role is and which benefits they get. A
business model together with the companies’ marketing strategies enables to assess the
commercial viability of the business model and to answer questions like: how is com-
petitive advantage being built, what is the positioning, what is the marketing mix,
which product-market strategy is being followed. Therefore it is useful to define be-
yond a business model also the ‘marketing model’ of a company, which consists of a
business model in combination with the marketing strategy of the company. A short
description is provided below, for a more profound analysis see the ‘Electronic Com-
merce’ book by Timmers [8] or the paper on ‘Business Models for Electronic Mar-
kets’ also by Timmers [9].

In principle very many new business models can be conceived by breaking down the
value chain or the set of business processes that make up a business, followed by re-
constructing the value chain again using electronic commerce technologies to build up
the business operation. In practice a limited number only is being realized in Internet
electronic commerce as qualitatively presented in Figure 1. The dimensions in this
mapping are the degree of innovation relative to the non-electronic way of doing busi-
ness, and the degree of integration of business functions. Also indicated in that dia-
gram are the business models that individually or in combination are the basis of e-
markets today. A number of business models are described below. For each of them
comments are added as to their suitability to be applied for global e-commerce.

Electronic Commerce Business Models
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Figure 1 Electronic Commerce Business Models
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E-shop
Most companies make their first steps in electronic commerce by displaying their
company brochure and product offer on a Web site, creating an e-shop. Often this
amounts to not much more than an electronic version of the traditional marketing/sales
brochure. The hope is that this will lead to reduced cost in sales because shopping
becomes more of a self-service operation. Usually only the sales department is af-
fected by the e-shop, which tends to see it as an additional medium to bring the com-
pany message (next to paper or personal contact) rather than as a new channel in its
own right, let alone as a new way of doing business9. If only limited effort is spent on
this form of electronic commerce, cost-reduction should be the prime objective. Po-
tentially, however, an e-shop can be the visible part of a more extensive electronic
commerce system, which is integrated throughout the company with the objective to
improve quality, reduce time-to-market, and gain access to new markets.

Regarding that last aspect of market access, setting up e-shop has been seen for a
while as the easy and immediate route for companies to achieve the venerable global
reach. Reality is more complicated than that, though. Even if the e-shop is visible
globally, actual communication with customers worldwide and especially delivery and
payment internationally is for most e-shops still far too difficult. This is not only a
matter of technical complexity. It is also more than once the internal company organi-
zation that is not at all adjusted to international business. This observation is in line
with Venkatraman’s analysis of the extent of value innovation versus the extent of
integration of IT in the company and its business network. Venkatraman states that
access to new markets requires transformation of business processes inside the com-
pany as well as transformation of the way its network of partners operates [10]. As an
illustration, for Weekend a Firenze, an e-shop selling artifacts from Florence, Italy, it
was necessary to work closely with Japanese publishers in order to provide proper
advertising to its important Japanese clientele. Delivery and returns complexity had to
be resolved as well as credit card invoicing, which made that this e-shop had to be-
come increasingly sophisticated10. In conclusion, the basic e-shop business model
faces many hurdles to be exploited successfully as a global business model.

E-procurement
Where an e-shop is about selling, is e-procurement about buying. In e-procurement
calls for tender are published on the Web, possibly accompanied by electronic submis-
sion of bids.  Here too most often the objective is cost saving. When e-procurement is
part of a more extensive electronic commerce approach in the company there is also
the potential to improve quality of purchases, reduce purchasing time, etc. E-
procurement is an interesting proposition for public administrations and more gener-
ally to promote electronic commerce in a country. As large buyers a public admini-
                                                          
9 In fact, it is often not even sales & marketing that is in the lead  in setting up an e-shop. In

1998 a UK survey showed that still 70% of all electronic commerce initiatives were being
driven by the IT people in companies rather than by marketing or by the CEO.

10 Private communication Alessandro Naldi founder of Weekend a Firenze,
http://www.weekendafirenze.com/.
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stration can save up to 50% in the cost of paper handling with corresponding savings
for its suppliers. Suppliers do not need to invest in setting up a Website, all that is
needed is Internet access.

In practice, e-procurement in the private sector is often restricted to a selected set of
supplier (contrary to the generally more open e-marketplaces), and is therefore not the
most obvious way to get involved as a supplier in global e-commerce. A company
would first have to get onto the list of preferred suppliers. Public e-procurement would
seem more attractive in that sense. However, public procurement is still rather limited,
and there are still restrictions in international public procurement.  The EU has com-
mitted itself to improving access to and usage of online public procurement as part of
the eEurope action plan. Without fully transparent and simplified rules and procedures
for e-procurement, this business model is bound to stay dominated by a local ap-
proach, and moreover, in which small companies are underrepresented.

E-malls
Electronic malls are in their basic form no more than a collection of e-shops, accessi-
ble from a common entry point on the Internet. E-mall providers can add value by
common branding and e-shop presentation, possibly adding quality guarantees, an
attractive presentation of the shops in the mall, and payment support (cf Bar-
claysSquare). With further functionality e-malls can become third party marketplaces.
The ‘archetypal’ industry e-mall is Industry.Net. Basic e-malls do not seem to be very
attractive as a global business model, probably because the complications of interna-
tional commerce such as international fulfillment require added-value services that go
beyond this simple business model. A local or regional orientation is prevalent. Al-
though basic e-malls can bring many small companies together and thus have a poten-
tial to overcome industry fragmentation, they do not exploit this asset as a critical
mass for additional services (contrary to third party marketplaces for fragmented mar-
kets, see below).

E-auctions
Electronic auctions receive much attention, especially B-to-C auctions such as eBay in
the USA and UK’s QXL. However, B-to-B auctions have at least as much potential,
especially where spare capacity and surplus stocks are concerned. Here too the prime
objective is increased efficiency, reduced wastage and overall cost-reduction. Auctions
can be applied in any situation where there is fluctuation of demand or supply. Exam-
ples that can be considered are in areas as diverse as electricity production to surplus
electronic components to advertising space. A European B-to-B example in perishable
goods (fruit, fish) is the Multitrade system of SCS, a result of the EU Infomar proj-
ect11. In this particular case the e-auction is also successful globally, in the sense of
global replication of the local / regional market approach. This illustrates that certain
B-to-B e-auctions can overcome some of the barriers to globalization.

                                                          
11 See www.schelfhout.com. As a case study this is analysed in-depth in Timmers (1999).
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Consumer-to-consumer auction tend to stay local or national. Global identification of
consumers as parties in the transaction is virtually non-existent today. Global payment
and delivery from consumer to consumer is perceived is unreliable. Third party serv-
ices such as escrow can alleviate this to some extent. Effectively, C-to-C e-auctions
cover a limited geography. Consequently many geographic e-auctions lack liquidity as
they have insufficient customers. Consumer auctions are therefore, until now, of lim-
ited success globally. As for B-to-B auctions local replication with adaptation is an
approach that is followed, cf. QXL’s presence in several countries in Europe and
elsewhere.

virtual communities
Virtual communities are both a business model and a facility that can be added to
almost any other business model. The concept is to gather participants around an area
of common interest and to let themselves contribute to the information base, inciting
them to make public their experience. The business model is often based on advertis-
ing revenues and membership fees. Although they are now abundant on the Web,
many of them are not profitable12. Groups with a common area of interest can be
found almost anywhere. For example, these could be ethnic groups, industry sectors,
professionals, hobbies, etc. Some of them attract a lot of interest from investors. A
virtual community depends upon several factors: the number of people that share the
same interest, the possibility to reach them, their willingness and interest to share
information so that a rich collection of content can develop, and ultimately the interest
of advertisers or the willingness of community members to pay a membership fee or
the opportunity to add further paid-for services. Depending upon those factors a virtual
community can be a successful global business model and equally well there are suc-
cessful local virtual communities.

collaboration platforms
Collaboration platforms are a business model of a different kind: they fit the wider
definition of electronic commerce, namely that it is ‘about doing business electroni-
cally including collaborative work’. Examples are collaborative design or construc-
tion, collaborative virtual consultancy, collaborative export marketing, etc. All these
examples involve technology to support the collaboration (such as common databases,
project management, search tools, etc). The platform must support integration of sev-
eral functions such as market research, contact management, negotiation, contracting,
IPR management, possibly payments, etc. The business model for the provider of the
platform often is based on membership fees.

Collaboration platforms are particularly interesting for small companies to pool their
limited resources. In Spain furniture companies have thus set up a joint export site as
mentioned before. In Germany small automotive suppliers are looking at collaborative
design and engineering. The European SUPPLYPOINT project dynamically pools the

                                                          
12 Advertising as a revenue stream is common to many business models. This, however, is to

some extent self-defeating: there is now more advertising space on the Web than advertisers.
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resources of small companies in construction so that they too can bid for larger con-
struction projects. Commercial examples in construction include Buildcom.com and
Bidcom.com.

According to some industry analysts the future of B-to-B marketplaces is in collabo-
rative e-commerce [11]. This seems a logical step in order to add value to straightfor-
ward transaction handling (but see third party marketplaces, below). However, col-
laboration often extends deep into business processes that may have a strong local
orientation. Collaboration in the construction industry for example has to take into
account the many differences in local practices, rules and regulations, as well as sim-
ply physical parameters like distance between suppliers and buyers.

Collaboration platforms, in conclusion, are often a promising approach to ‘going
global’, overcoming industry fragmentation and promoting the involvement of small
companies, provided that the platform provider addresses legal and self-regulatory
issues and differences in business conventions.

third party marketplaces
A very important business model is the third party marketplace (TPM). The provider
of a TPM puts the catalogues of suppliers online, and offers catalogue search, ordering
and payment facilities in a secure environment to purchasers. The TPM provider
might add branding, one-to-one marketing support, and even logistics to this, as well
as more advanced functions such as pre- and post-financing, risk management and
insurance, tax/customs handling, and product bundling. In short, the TPM provider
relieves suppliers and buyers of much of the burden to go online.

The business model is based on a combination of subscription fees, transaction fees
and service fees. This approach is so important as it is particularly suited for volume
trading of routine supplies between businesses. These supplies are often called MRO
goods – maintenance, repair and operations. The MRO market is estimated to be 60%
of all B-to-B electronic commerce, which itself is 80% of all electronic commerce. In
other words, MRO trading is 50% of all electronic commerce. Estimates for the value
of MRO trading vary widely but are predicted to be huge (hundreds of billions of
euros/dollars in a few years time).

The approach is also very interesting for small companies that do not want to be both-
ered with the online world, but nevertheless wants to sell online. In that case the small
company can rely completely upon a TPM (at a price of course). Third party market-
place operators also address fragmented markets like hospital products or construction.
With their added value of uniform access to products and suppliers as well as to buy-
ers they create economy of scale.

A TPM that bases its revenue model on transaction fees only may soon find that these
do not provide enough differentiation. Therefore TPMs can be expected to move into
value added services. One of those is global transaction support, e.g. for payments and
logistics. Therefore routine business trading supported by a (third party) marketplace
operator is likely to be an important kind of global e-market development.
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In summary, third party marketplaces are one of the most promising routes to global e-
markets.

value chain integration
Value chain integrators focus on integrating multiple steps of the value chain, with the
potential to exploit the information flow between those steps for further added value.
In particular this may include customized advice to buyers of components about new
applications, as well as customized advice to the manufacturers about demand patterns
and customer requirements for new products. Revenues are coming from consultant
fees or transaction fees. Tight value chain integration is close to ‘traditional’ supply
chain management, where a limited number of qualified suppliers are involved in deep
information sharing and information systems integration. Value chain integration as a
global business model therefore is likely to be limited.

value chain service provision
Value chain service providers specialize on a specific function for the value chain,
such as electronic payments or logistics, with the intention to make that into their
distinct competitive advantage. Banks for example have been positioning themselves
as such since long, and now may find new opportunities using the open Internet net-
work. New approaches are also emerging in production/stock management where the
specialized expertise needed to analyze and fine-tune production is offered by new
intermediaries. A fee- or percentage based scheme is the basis for revenues. Address-
ing global fulfillment problems is claimed to be the expertise of global value chain
service providers such as FedEx, UPS, or postal operators that are offering global
shipping with internet access to order and track package delivery.

trust and specialized information services
Finally amongst the innovative specialized functions and services that business and
consumers need, there are trust services and specialized information brokerage. Typi-
cally any party with a trusted image can consider becoming a trust service provider.
Banks, telecom companies, chambers of commerce, insurance companies and notaries
are all considering setting up a trust business or have already moved into this. With the
new European legislation on electronic signatures now adopted the time is ripe for
mutual recognition of such services across borders and Europe-wide trust services are
already emerging. There is still scope for national added value in trust services, as
trust is likely to remain a quality with a strong local and cultural dimension. However,
global trust provision is a natural business model for pure play trust providers. Their
added value is limited in comparison to click-and-mortar trust providers such as banks
unless they can support their customers internationally or globally13.

                                                          
13 Example trust providers seeking global presence are Verisign and Globalsign.
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Summary

The global – local analysis of electronic commerce points to a rich set of questions, of
which only a few could be addressed in this paper. Following an analysis of barriers to
global electronic commerce, a typology was provided of global e-markets as well as
an assessment of how well current electronic commerce business models are suited to
support global e-commerce.
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Abstract Object-oriented conceptual modeling approaches must be re-
considered in order to address the particulars associated with the de-
sign of web application interfaces. In this context, the paper introduces
the presentation layer of OO-HMethod, an extension of the OO-Method
conceptual modeling approach that is devoted to the specification of this
kind of interfaces. The OO-HMethod presentation approach is based on
the concept of templates. Each page template may fall into one among a
set of categories, which together cover the different presentation perspec-
tives captured in the model. In order to better define the page template
structure, a new diagram is introduced: the Abstract Presentation Di-
agram (APD). The APD does not need to be drawn from scratch: the
navigation structure previously defined in the OO-HMethod Navigation
Access Diagram (NAD) provides the information needed to automati-
cally generate a default APD. This skeleton template structure may be
further refined and enriched with the aid of the OO-HMethod Interface
Pattern Catalog. As a result, a web application interface is generated in
an automated way.

1 Introduction

The research effort inverted by the scientific community in hypermedia model-
ing approaches specifically devoted to the development of web sites has led to
different projects and products. Some of the most relevant examples studied so
far are HDM [7], HDM-lite [6], OOHDM [17], RMM [9], ADM [1, 11] or Strudel
[5]. However there is still, as far as we know, a gap to be filled: that of web
applications’ interaction issues. In this context our research efforts have been
focused on the proposal of ’Not Yet Another Method’ for web modeling, but on
a set of semantics and notation that allows the development of web-based in-
terfaces for existing OO-Method [14, 15] applications. This proposal, known as
� This article has been written with the sponsorship of the Conselleria de Cultura,
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OO-HMethod [8], extends OO-Method with two new diagrams: (1) the Naviga-
tion Access Diagram (NAD) and (2) the Abstract Presentation Diagram (APD).

Both the NAD and the APD can be further enriched and refined by means
of a set of interface patterns, which are defined in the OO-HMethod Pattern
Catalog[2]. The OO-HMethod Pattern Catalog provides a user-centered Hy-
permedia Interface Pattern Language [16] that offers alternative solutions to
well-known hypermedia problems, considered from the user point of view. Fur-
thermore, its use allows the designer to choose the most suitable among a set
of possible implementations. The patters can fall into one of the following three
categories: (1) Information patterns, that provide the user with useful context
information, (2) Interaction Patterns, which cover user-interface communication
issues such as protocol-related features for invoking services and (3) Navigation
Patterns, that determine the way the user is going to move through the system.
The information and patterns captured at the NAD level suffice to automat-
ically generate a default APD, which provides the designer with the skeleton
page template structure on which to perform further refinements. This article
introduces the APD main semantic and structural features.

The remainder of the article is structured as follows: section 2 gives an
overview of the NAD and the concepts captured there, which are the basis for
the generation of the default APD. Section 3 introduces the APD and describes
in detail, by means of an example, both the concepts and the template constructs
associated with this diagram. It also defines its construction process (automatic
default generation and refinement). The web interface that is generated from
the information captured both in the NAD and in the APD is shown in section
4. Section 5 makes a comparison with related work, and section 6 presents the
conclusions and further work.

2 OO-HMethod Navigation Access Diagram

For a more general perspective of the approach, a small example is going to be
employed all along the paper: a Chat Management System. As a basic explana-
tion (for reasons of brevity) it is assumed that there are several possible chat
topics. Each message corresponds to a single topic. Besides, messages are hierar-
chically structured so that a message can be the start point of a new discussion
line inside its topic or, otherwise, be a response to another previous message.
The chat user, whose behaviour we will model, is able to read messages and
reply to an existing message. OO-HMethod associates a different NAD diagram
with each agent (user-type). This diagram is based on the following constructs:

1. Navigation Classes (NC): they are domain classes whose attributes and
methods have been filtered and enriched in order to better accommodate
the specific features of hypertext. This enrichment causes different types
of attributes to appear: V-Attributes (attributes that are always visible),
R-Attributes (available to the user on demand, by means of any kind of
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reference) and H-Attributes (attributes hidden to the user except on very
specific occasions, such as when displaying detailed views of the system).

2. Navigation Targets (NT): they group the elements of the model that col-
laborate in the coverage of a certain user navigation requirement. In our
example (see Fig. 1) there is one NT, corresponding to the user require-
ment ’Participate in Chat’. Inside it, we can observe two navigation domain
classes: the ’Chat’ class, which determines the available discussion topics,
and the ’Messages’ class, which contains the messages stored in the system.
We can observe that the ’Chat’ class has a single attribute (’nameChat’),
which is labelled as ’Visible’ (V) and specifies the identifying name for each
discussion topic.

Figure1. NAD Diagram of a Chat Manager System

3. Navigation Links (NL): they define the navigation paths through the infor-
mation. They have a set of associated Dynamic Flow Navigation Patterns,
which are defined in the Pattern Catalog and qualify the user navigation
behaviour. Also, they are accompanied by a set of Navigation Filters, which
restrict and qualify the target information. We can distinguish among four
different link types: I-Links (Internal Links), which provide navigation paths
among objects inside a given NT, T-Links (Traversal Links), which are de-
fined between navigation classes belonging to different NT, R-Links (Re-
quirement Links), which define the entry point to each NT and S-Links
(Service Links), which determine the available services for the user-type as-
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sociated to that NAD. In Fig. 1 we can observe three out of the four possible
link types. The structural relationship (composition) that exists between
’Chat’ and ’Messages’ allows the designer to define a Li that makes possible
the access to all the messages corresponding to a given chat topic. The Lr
’Enter’ shows the navigation entry point to the NT. Also, an example of the
Ls link type is provided, associated with the ’Reply’ service.

4. Collections: they group objects following certain criteria under hierarchical,
either static or dynamic, structures. They have a set of Dynamic Flow Nav-
igation Patterns and Navigation Filters associated, which define both the
traversal behaviour of the link structure and the set of objects on which this
collection will apply. In OO-HMethod there are three main collection types:
C-Collections (Classifying Collections), which provide an access structure,
hierarchical or not, to groups of related objects, T-Collections (Transaction
Collections), which group navigation services that are offered to the user as
a whole and S-Collections (Selector Collections), which group objects that
conform to a set of values gathered from the user. In our example we can
observe a special kind of C-Collection, the EP (Entry Point), which, as ev-
ery collection, is drawn as an inverted triangle. An EP determines the entry
point to the application.

The NAD captures the navigation paths and the services the user can acti-
vate when working with the interface, and so a different NAD should be defined
for each user type. From there a web interface might be generated without fur-
ther work, because OO-HMethod provides a set of default values for the main
presentation features. That allows the designer to shorten the time needed to
develop application prototypes. However, once an agreement between designer
and client has been reached, the designer will most probably need to modify this
default structure in order to improve both its appearance and usability features.
In order to do so, OO-HMethod defines another diagram: the APD, which will
be detailed in next section. In order to get more information about the NAD
diagram, interested readers are referred to [8].

3 The Abstract Presentation Diagram

We agree with [1, 5, 6, 11] in the adoption of a template approach for the spec-
ification of not only the visual appearance but also the page structure of the
web. OO-HMethod defines five template types, expressed as XML (eXtensible
Markup Language) documents[4, 10]. In order to define the tags and the struc-
ture of the documents we have associated a Document Type Definition (DTD)1

with each type of template. For reasons of space, the five DTD specifications are
left out of the article. Interested readers are referred to [3].

1 A new proposal, called XML-SCHEMA, is being discussed at [4] as an alternative
to the DTD definition language
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3.1 Template Types

The five template types defined in our approach are, namely: (1) tStruct, which
defines the information that will appear in the materialized page, (2) tStyle,
which reflects the visual features of the page, (3) tForm, which defines the data
required from the user in order to interact with the system, (4) tFunction, which
captures language-independent client functionality and is based on the DOM
(Document Object Model) specification[4] and (5) tWindow, which reflects two
or more simultaneous views of the information. With this approach, the addition
of new document types to our model simply consists on the addition of (1) a new
DTD defining the structure of such document, and (2) a set of mapping rules to
each one of the different target environments. Furthermore, defining a common
set of XML templates could serve as a framework for comparison among different
proposals.

The default template structure can be derived from the information captured
in the NAD by using a set of default APD generation rules. Following these
rules, V-Attributes, I-Links, T-Links and R-Links are automatically transformed
into link-elements inside the tStruct page. Also C-Collections and S-Collections
generate a new tStruct abstract page that contains a tree-like structure made up
of link elements pointing to other tStruct elements, and so on. In our example, the
abstract template pages Home Page, Chat List, Message View and Reply Message
(which can be seen in Fig. 2) have been automatically derived from the NAD
diagram, together with its corresponding links. Also a general Style page has
been automatically added to the template structure. In the following section we
will present the possible ways of refinement that cause the template structure
to evolve towards its final appearance.

3.2 APD Refinement

The default APD provides the user with a functional interface, that can serve as a
prototype on which to validate the user-requirements. But, in order to get a more
sophisticated appearance, the designer will probably need to perform further
refinements. OO-HMethod provides the user with two refinement mechanisms,
the simpler one consisting on manually adding structures and/or individual pages
to the default APD diagram. As an example, in Fig. 2 we have added a TWindow
structure that adds a multi view capability to the default one-view-at-a-time
interface. The other mechanism consists on the application of a series of APD-
related patterns captured in the Pattern Catalog. These patterns provide the
designer with additional hypermedia features and techniques, which are known
to be useful to improve the interface quality. Also, the use of patterns makes
possible the automation of the refinement process. APD-related patterns have a
set of application rules that drive the APD evolution when they are applied. As
an example of this second approach, in Fig. 2 the application of the ’head and
food’ implementation corresponding to the ’Location Pattern’ has caused two
new abstract pages (head and foot) of type tStruct, to appear on the diagram.

210 C. Cachero, J. Gómez, and O. Pastor



These two pages are connected to every page where the designer wants them to
be included. In fact patterns might cause the appearance and/or modification of
any kind of abstract page. For instance, the generated ’ChatList’ tStruct abstract
page, after applying the refinements, is as follows:

<?XML version="1.0"?>

<!DOCTYPE tStruct SYSTEM "tStruct.dtd" encoding="UTF-8">

<tStruct>

<label style="" text="List of available chats" />

<link name="error" type="automatic" show="new"

pointsTo="tStruct" dest="errorPage"/>

<link name="head" type="automatic" show="here"

pointsTo="tStruct" dest="head"/>

<collection format="ulist" style="schatlist">

<object type="chat">

<attrib name="nameChat" type="STRING">

</attrib>

<call event="onClick" function="validate">

</object>

</collection>

<link name="foot" type="automatic" show="here"

pointsTo="tStruct" dest="foot"/>

</tStruct>

<<tStruct>>

Home Page

<<tStruct>>

ChatList

<<tWindow>

ChatView

<<tForm>>

ReplyMessage

<<tStruct>>

MessageView

<<tStruct>>

head

<<tStruct>>

foot

<<tFunctionlib>>

mail()

back()

<<tStruct>>

errorPage

home index

View CL ViewMsg

<<automatic>>

<<automatic>>

Reply

Submit

<<tStyle>>

style

Figure2. Simplified APD of the Chat User Agent

Once the selected patterns have been applied to the diagram, a set of interac-
tion tasks and techniques2 will define the implementation constructs for a given
environment. Last, but not least, we can enrich the model with redundant im-
plementations for the same pattern: e.g. the Navigation Observer Pattern, which
2 both concepts will be introduced in the following section
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allows the interface to keep track of the navigation path followed by a given user,
might be present in the interface by both a ’back’ and a ’reload’ mechanism.

4 Implementation of the APD

We might define an Interaction Task as a mechanism that groups, according to
the action to be performed, the set of Abstract Interaction Objects (AIO’s) that
collaborate in the coverage of such action. These elements might have been ex-
plicitly chosen by the designer or might be part of any pattern applied to these
models. On the other hand, we define an ’Interaction Technique’ as each one of
the materialization possibilities an Interaction Task has. Interaction Techniques
are always associated with a concrete strategy and/or programming environ-
ment, and are made up of Concrete Interaction Objects (CIO’s). The complexity
of the mapping among the abstract pages in the APD and the final constructs
(first to AIO’s and then to CIO’s [12]) goes beyond the purpose of this article.
In Fig. 3 to 5 the interface generated from the APD of Fig. 2, which corresponds
to the Chat Manager example, is shown.

Figure3. Chat Manager entry point Figure4. List of available Chat Lists

Figure5. Adding an opinion to the chat
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The process is as follows: first, the generator tool looks for the page template
derived from the Application Entry Point (see Fig. 3). Note that every page
of the diagram has the same head/foot associated, which provides the interface
with a common visual context (Location Pattern). When the user clicks on the
’Enter’ link, the ChatList tStruct page is populated with the active application
objects and the materialized HTML page is shown (see Fig. 4). Again, when
the user clicks on the name of one of the Chat topics, the materialization of
the tWindow abstract page is performed. This template defines the generation
of the, from now on, two different and simultaneously available views of the
system by means of two ’automatic’ links, that is, links that don’t require the
user interaction in order to be activated. Those views are (1) the messages kept
on the system (again a tStruct abstract page) and (2) a tForm abstract page
that encapsulates the fields required to add a new message to the application.
The replyMessage function returns a Boolean value, which provokes the final Ok
message to appear once the operation has been successfully fulfilled (see Fig. 5).

The sample application has been developed using JavaServer Pages and Bean
components [18] as the chosen server technology, and HTML as the chosen client
technology.

5 Comparison with Related Work

Many commercial applications make use of some kind of templates in their hy-
permedia development approach. IDC’s or ASP’s from Microsoft, or Cold Fusion
from Allaire are some examples. The main drawback of these approaches is that
they remain too close to the implementation space, and thus the designer has
to deal with error-prone activities such as specifying exact names of database
fields, or explicitly managing the linkage of pages. Our template structure on
the contrary follows, like others [6, 13, 17] a declarative approach that covers
every aspect of the interface, from content to style. As an example, the tStyle
template type adds a further level of abstraction to the CSS approach, followed
in many traditional applications: while CSS pages work on documents with a
definite hypermedia structure, tStyle templates act on abstract pages on which
the hypermedia structure is not still defined. CSS are, again, just a possible final
materialization (among many others) of tStyle templates.

Although the template approach is not the only possible approach (see for
example [17]), it however provides us with the required flexibility and extensibil-
ity we consider vital for our method in such a changing environment as the web.
Our template concept shares with other models studied so far [1, 5, 6, 11, 17]
many similarities: it implicitly assumes a page visualization schema and some-
how specifies the data it is going to show. But there are just as many features
in which our work is different: generally speaking, we consider mixing in a sin-
gle template features regarding structure, content, presentation and behaviour,
overdimensions such templates, and difficults the designer task. On the contrary,
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the OO-HMethod taxonomy of templates facilitates to focus on complementary
aspects of the final implementation. We also claim that the separation of content
and layout [6] doesn’t suffice to deal with the different aspects involved in presen-
tation, such as client functionality, interaction with logic or several simultaneous
views of the system. We haven’t found, up to now, any other abstraction pro-
posal for such characteristics apart from that included in OO-HMethod. Also,
the definition of the different aspects of the interface by means of a set of pat-
terns greatly simplifies both the construction and modification of the APD, and
also improves its usability.

6 Conclusions and further work

OO-HMethod is an extension of the OO-Method conceptual modeling approach
to address the particulars associated with the design of web interfaces. In this
article we have presented a new diagram, the APD, based on the concept of con-
structive templates, which provides the designer with an intuitive way of refining
the default interface structure, previously captured in the NAD diagram. We
have also proposed an interface enrichment process driven by patterns. Further-
more, the article illustrates how OO-HMethod captures application interaction
issues that, in spite of its relevance in web application interfaces, we have found
missing in other proposals.

Summarizing, the most relevant contributions of this paper are the following:

1. A taxonomy of templates, defined in XML, that separates the different com-
plementary views involved in the complete definition of the interface.

2. A process for the APD refinement.
3. A set of ways in which the use of the OO-HMethod Interface Pattern Cat-

alog improves and facilitates the diagrams construction and refinement and
influences the user interface quality.

At the moment we are applying this method to an e-commerce application.
The experience gained in the development of this interface will surely enrich our
pattern catalog and refine our template structure. Also, a taxonomy of interac-
tion tasks and techniques (already in the solution space) is being defined.
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Abstract. The popularization of the Web has made a huge volume of
data available for a large audience. In a large number of Web sites, such as
bookstores, electronic catalogs, travel agencies, etc., the pages constitute
documents which are composed of pieces of data whose overall structure
can be easily recognized. Such pages are called data-rich and can be seen
as collections of complex objects. In this paper, we show how such objects
can be represented by nested tables, which are simple, intuitive, and
quite convenient for expressing their implicit structure. The assumption
is that, for most sites of interest, only few examples are required to reveal
the structure of the objects. To corroborate our assumption, we describe
a data extraction tool that adopts this approach and present results of
some experiments carried out with this tool.

1 Introduction

Despite the huge volume of data made available through the Word Wide Web,
manipulating such data e�ectively is not a simple problem. In fact, traditional
database operations, such as querying, view generation, and data integration,
are usually very diÆcult to carry out with the data available on the Web.

One of the main reasons for such a diÆculty is the lack of knowledge on the
structure of textual data in general. In fact, the structure associated with this
type of data is usually left undeclared. However, such structure is usually present
in some inherent form. For example, Web sites such as bookstores, electronic
catalogs, and travel agencies include pages which are composed of pieces of data
whose overall structure can be easily recognized. Such structure has not been
declared anywhere but is clearly identi�able. Such pages are said to be data rich

and narrow in ontological breadth [6]. Usually, the data found in them do not
have a rigid structure and therefore is said to be semistructured [2]. Such pages
are the main target of our study and, for convenience, are referred to simply as
data rich pages.
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In this paper, we propose a new approach for revealing the structure of data
present in data rich Web pages. The general idea is to let the user assemble
example objects taken from a Web page into a nested table according to her/his
perspective and then to automatically analyze the structure of the resulting table
to determine the structure of the assembled object. Nested tables [7, 10, 17]
are interesting because they are simple, intuitive, and are expressive enough to
represent the semistructured data normally present in commonWeb pages. Using
this idea, we developed a tool for semistructured data extraction called DEByE
(Data Extraction By Example) [8, 15, 16], whose graphical user interface (GUI)
allows assembling an example object using simple \cut-and-paste" operations.
The structure of the example object can then be used to identify new objects in
the page or in other similar pages. In case of the structure of the objects vary,
more than one example must be provided. The complexity and the \size" of the
structural information required depend on the number of objects having distinct
structures and on how distinct these structures are. We expect habitual Web
users to be able to identify noticeable structural di�erences between objects and
provide more example objects whenever necessary. We notice, however, that our
aim in this paper is to present our approach for revealing the structure of Web
data. Therefore, we do not address details of the extraction strategy of our tool.

Several data models have been proposed to represent semistructured data [3,
4, 14]. These models are, in general, based on labeled directed graphs and aim at
capturing the irregular structure inherent to such data. OEM (Object Exchange
Model) is an object-based model adopted by the TSIMMIS project [14]. An OEM
object can be of type either atomic or complex. The value of an OEM object of
type complex is a set of object references to its components and these references
can be cyclic. The data model proposed in [3] for the UnQL query language is
quite similar to OEM. The di�erence is that the UnQL data model lacks the
notion of an object, describing data by means of a set of trees whose leaf nodes
have the actual instances associated with them. The model presented in [4] also
represents data as a directed labeled graph in which each node corresponds to
an object. But unlike the other two, this model is deterministic in the sense that
the edges emanating from any node (that describes data) must be distinctly
labeled. However to properly use these data models, we need to previously know
the structure of the objects.

Many di�erent approaches have been proposed in the literature to discover
structural information from implicit objects found in data rich Web pages [6, 11,
12, 18]. The work in [11] presents a method to derive hierarchies of types and to
assign objects to the derived types in a given OEM database. In [12] the authors
discuss the trade-o�s between having a large, but very precise, structural descrip-
tion of the data and having a more compact one, but that is possibly imperfect.
The approach proposed in [18] aims at determining structural patterns matching
the majority of objects in a OEM database, and using this information to deter-
mine a typical structure for the objects composing it. The work in [6] presents
a method for the discovery of one-level structures (records) in Web pages based
on HTML formating tags. More recently, some proposals have been put forward
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to address the problem of �nding structural constraints in semistructured data
[13].

Our approach is remarkably distinct from previous works because it relies
on the user's perception of the object's structure. That is, instead of trying to
derive structural (semantic) matches from the formating (syntax), we induce
the user to inform the structure as she/he perceives it. We believe that in those
situations in which the user is available to provide the information (for example,
when browsing a Web site), this approach works better than alternative methods
based on \blind" heuristics [11, 12, 18]. Furthermore, our approach is not tied to
any speci�c formating system (e.g. HTML, XML, LaTex, etc.). Instead, it takes
advantage of any type of markups surrounding the data of interest.

The remainder of the paper is organized as follows. Section 2 presents the
modeling concepts adopted to describe the structure of data present in data rich
Web pages. In Section 3 we discuss the notion of nested tables and its corre-
spondence to complex objects types. The DEByE tool is covered in Section 4.
Section 5 presents the results of an experiment carried out with the tool. Our
conclusions are presented in Section 6.

2 Complex Objects in Web Pages

In this section, we discuss the data modeling concepts that we adopt to describe
the structure of data present in data rich Web pages. These modeling concepts
rely on the assumption that such pages can be seen as collections of complex

objects which have an inherent implicit structure. In many cases, these objects
are composed of sub-objects, that also have themselves an implicit structure
yielding a hierarchy of objects.

Consider, for instance, the excerpt of a page from the Murder by the Book

bookstore Web site (http://www.murderbythebook.com) shown in Fig. 1. There

Fig. 1. Excerpt of a page from the Murder by the Book bookstore Web site.

.

is an inherent structure to the text on this page. For instance, we are able to
identify distinct portions of data on books by four authors. Each one of these
portions can be regarded as a distinct implicit object. For each of these objects,
we can distinguish an author name and a corresponding list of books. For the
books in this list, we can identify information on book titles and prices. Thus,
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there is an inherent structure associated with the objects implicitly present in
the Web page of Fig. 1. Such structure has not been declared anywhere but is
clearly identi�able. The implicit objects have a multi-level structure and, because
of that, are said to be complex objects.

In what follows, we present the data modeling concepts that we use for the
de�nition of complex object types with arbitrarily deep nesting levels. They
follow the ideas described in [1] and [9], and can be seen as extensions to the
relational data model.

A set of similar complex objects is described by the notion of an object type.
An object of a speci�c type is called an instance of the type. We consider the
following object types:

{ atomic type: an object of an atomic type can only assume atomic values;
{ tuple type: an object of a tuple type is an aggregation of other objects called

its components;
{ list type: an object of a list type is an ordered set of objects of the same type,

called its elements.

To each type � is associated a domain, denoted by dom(�).
We now describe more precisely the syntax and the semantics of these object

types.

De�nition 1 If � is an atomic type or a-type, dom(�) is given by the enu-

meration of its elements, i.e., dom(�) = fe1; e2; e3; : : : ; emg (m � 1). We assume

that for every a-type � , � 2 dom(�), where � denotes a null value. We also refer

to a-types as attributes.

Alternatively, and for the sake of simplicity, we allow for atomic types do-
mains to be de�ned as the domains of usual programming languages basic types
such as int, oat or string.

De�nition 2 Let �1; �2; : : : ; �n (n � 2) be types. The notation � : (�1; �2; : : : ; �n)
will be used to de�ne a tuple type or t-type. The domain of a t-type � is de�ned

as dom(�) = dom(�1)� dom(�2)� : : :� dom(�n).

De�nition 3 Let � be a type. The notation f�g will be used to de�ne a list

type or l-type. The domain of an l-type f�g is de�ned as dom(f�g) � fi !
dom(�) j i 2 f1; : : : ; jdom(�)jg.

When dealing with data rich Web pages, semantically similar objects can
present variations in their structures. To capture this semistructured [2] nature
of such objects, we adopt the notion of a variant type [9]. Objects of a variant
type are objects of any type from a list of types called the alternatives of the
variant type. The syntax and the semantics of a variant type are de�ned in what
follows.

De�nition 4 Let �1; �2; : : : ; �n (n � 2) be types. The notation � : [�1; �2; : : : ; �n]
will be used to de�ne a variant type or v-type. The domain of a v-type � is

de�ned as dom(�) = dom(�1) [ dom(�2) [ : : : [ dom(�n).
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An example of a complex object type composed of several sub-types is:

Author:[(Name,fBook:(Title,Price)g),

(Name,Collection:(UnitPrice,fBookTitleg))]
(1)

This v-type, Author, has as alternatives two distinct t-types (we omit their
names). The �rst alternative is composed by an a-type Name and by an l-type
de�ned over a t-type Book. The second alternative is similar to the �rst one, but
its second component is a t-type Collection, whose internal components di�er
from the t-type Book composing the �rst alternative. This v-type can be used
to describe the structure of the data found in the sample page of Fig. 1. Two
instances of Author present in this page are described in Fig. 2.

[Author:(hName,Agatha Christie i,
fBook:(hTitle,The Adventure of the Christmas Puddingi,hPrice,5.95i);
Book:(hTitle,The Hound of Deathi,hPrice,8.95i);
Book:(hTitle,Miss Marple's Final Casesi,hPrice,8.95i);
Book:(hTitle,Poirot's Early Casesi,hPrice,8.95i);
Book:(hTitle,Problem at Pollensa Bayi,hPrice,8.95i)g)]

[Author:(hName,Leslie Charterisi,
Collection: (hUnitPrice,6.95 i,

fhBookTitle,Saint Bids Diamondsi;
hBookTitle,Saint Goes Westi;
hBookTitle,Saint in Pursuitig))]

Fig. 2. Two possible instances of Author found in the sample page.

3 Representing Complex Objects Through Nested Tables

The types de�ned in Section 2 are powerful enough to describe arbitrarily com-
plex object types. At the down side, describing such types may not be a trivial
task. As a result, users might �nd it diÆcult to describe the structure of objects
of their interest in such a way.

Motivated by this diÆculty, we propose in this section the adoption of nested
tables [7, 10, 17] as a paradigm for facilitating the description of complex objects
by the user. This paradigm is the base of the tool presented in Section 4.

Regarding the correspondence between nested tables and complex objects,
as we shall see, every table scheme can indeed be de�ned in terms of complex
objects, although the contrary is not necessarily true. Thus, nested tables are not
as powerful as complex object types. However, they provide a simple, intuitive,
and expressive enough paradigm to describe the structure of complex objects
normally found in the Web. For this matter, we extend the usual notion of
nested tables to allow for variations in their structure.

Intuitively, a table can be de�ned as an l-type (list type) object de�ned
over a t-type (tuple type) object. For \at" tables (i.e., pure relational tables)

220 A.H.F. Laender et al



each t-type object component is an a-type (attribute type) object. Multi-valued
attributes are handled by de�ning t-type object components as l-type objects
de�ned over a-type objects. To represent nested tables, one can recursively de�ne
t-type object components as l-types over t-type objects.

Consider the type de�ned in (1). We can de�ne an l-type

fAuthor:(Name,fBook:(Title,Price)g)g (2)

over it to \store" data on many author entries having a structure similar to this.
This type corresponds to a table named Author, where the values of one of its
columns, Book, are themselves tables. Fig. 3a illustrates such a table containing
two instances of this type.

Author

Name Book

Agatha Christie

Title Price

The Adventure of the . . . 5.95

The Hound of Death 8.95

Miss Marple's Final Cases 8.95

Poirot's Early Cases 8.95

Problem at Pollensa Bay 8.95

Pat Burden

Title Price

Bury Him Kindly 8.95

Screaming Bones 8.95

Author

Name Book

Agatha Christie

Title Price

The Adventure of the . . . 5.95

The Hound of Death 8.95

Miss Marple's Final Cases 8.95

Poirot's Early Cases 8.95

Problem at Pollensa Bay 8.95

Leslie Charteris

UnitPrice Title

6.95

Saint Bids Diamonds

Saint Goes West

Saint in Pursuit

(a) (b)

Fig. 3. Nested tables representing instances of Author according to (2) and (3).

A table where rows may have many alternative structures can be de�ned
by using an l-type de�ned over a v-type, provided that each alternative t-type
of this v-type has the same components. The components of the alternative t-
type, however, may have di�erent structures. For example, the table illustrated
in Fig. 3b represents an instance of the following l-type:

fAuthor:[(Name,fBook:(Title,Price)g),

(Name,fBook:(UnitPrice,fBookTitleg)g)]g
(3)

This l-type was built over a modi�ed version of the v-type de�ned in (1), in
which the second component of the second alternative of Author is now a list
over a di�erent t-type Book.

From our discussion so far, it should be clear that not all complex object
types de�ned in Section 2 can be represented by nested tables. This is the case
of the v-type de�ned in (1). To precisely characterize this we de�ne the notion
of a table scheme, as follows.

De�nition 5 An l-type de�ned over a v-type f� : [�1; �2; : : : ; �n]g (n > 0) is a

table scheme only if all of its alternative types �i (0 < i � n) are of the form
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�i = (1; 2; : : : ; m) (m > 0), where each j (j � 0) is an a-type, an l-type
de�ned over an a-type or a table scheme.

Given the de�nition of a table scheme, we can now de�ne a table as follows.

De�nition 6 A table is de�ned by using the notation Tf� : [�1; �2; : : : ; �n]g,
where T is the table name and f� : [�1; �2; : : : ; �n]g is its scheme. Further, we
de�ne an instance of a table T as a subset of dom(�).

One way of de�ning complex object types that can always be derived from
the structure of a nested table is to use pre-de�ned operations for manipulating
table schemes. These operations are such that, applying any sequence of them,
we will always have as a result a complex object type that satis�es De�nition 5.

There are six operations that can be used for table scheme manipulation: add-
to-v-type, add-to-t-type, group-components, remove-from-v-type, remove-from-t-
type and ungroup-components. These operations always modify a given table
scheme by adding or removing types that compose it. The add-to-v-type opera-
tion adds a new t-type to the list of t-types that compose a given v-type, i.e., it
adds a new alternative t-type to the v-type, observing the conditions of De�ni-
tion 5. The add-to-t-type operation adds a new component to each t-type that
composes a given v-type, i.e., it adds a new column in the table. The group-
components operation adds a nested table scheme as a new component of every
t-type � that composes a given table scheme. Fig. 4(b) shows the result of apply-
ing the group-components operation to the table in Fig. 4(a). The remove-from-v-

Author

Name Title Price

Agatha Christie The Hound of Death 8.95

Leslie Charteris Saint Bids Diamonds 6.95

Author

Name Book

Agatha Christie
Title Price

The Hound of Death 8.95

Leslie Charteris
Title Price

Saint Bids Diamonds 6.95

(a) (b)

Fig. 4. Table Author before (a) and after (b) the group-components operation.

type, remove-from-t-type, and ungroup-components operations are, respectively,
symmetric to the add-to-v-type, add-to-t-type and group-components operations.
A more precise discussion of these operations are out of the scope of this paper
and can be found in [5].

4 The DEByE Tool

The graphical user interface (GUI) of our semistructured data extraction tool,
DEByE (Data Extraction By Example)? [8, 16], adopts the nested table paradigm,
? The name of our tool is an homage to Mosh�e Zloof, creator of the QBE (Query By
Example) language, who suggested us the example-based approach we use to specify
the data to be extracted.
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as discussed in Section 3 to describe the structure of complex objects found in
data rich Web pages. By using this GUI, users can easily assemble example of
complex objects using, so that their implicit structure, as perceived by them,
can be determined. For such data rich pages, it it is expected that just a couple
of di�erent examples are required to determine the structure of most objects in
the page or even in other similar pages (e.g., pages of a same site).

Once this structural information is available, the tool adds to it information
on the textual context of the example objects to build data structures called Ob-
ject Extraction (OE) patterns. The OE patterns can then be fed to an Extractor
module that uses them to identify and to extract new objects whose structure
and textual context are similar to the example objects provided. Fig. 5 presents
an overview of the major modules which compose the DEByE tool and their role
in the data extraction process. The details of the Extractor module are out of

Sample Page

Web Source

User

Web Source

Extractor

Target Pages

Extracted Objects

DEByE
Tool

Object Extraction
Patterns

GUI

Fig. 5. Modules of the DEByE tool and their role in a data extraction process.

the scope of this paper and can be found in [5, 8, 15]. In this section we focus our
discussion on the use of the DEByE GUI to assemble proper example objects.

Fig. 6 presents a snapshot of the main screen provided by the GUI to the
user. The screen includes three main windows: the Source Window, the Table
Window, and the Pattern Builder Window. The Source Window displays a Web
page selected by the user. In this case, the page is from the Murder by the Book

bookstore Web site which we have been using throughout our discussion. The
Table Window is used to assemble the nested table that describes the structure of
the example objects. The Pattern Builder Window is used by the user to trigger
the generation of the OE patterns for the example object given.

Formally, in the Table Window each row corresponds to an alternative t-type
that composes a v-type which is de�ned inside an l-type that corresponds to the
outermost table, in a way similar to the l-type de�ned in (3). The names of the
types composing these t-types appear as the heading of the table columns. This
forces every row to have the same attributes, according to our de�nition of table
scheme (De�nition 5). The same is true for each nested table.

To assemble an example object, the user must mark pieces of data in the text
in the Source Window and copy them into the columns of the Table Window.
This is done separately for each piece of data. To allow the user to specify the
(nested) table which embeds the structure of her/his example object, the tool
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Fig. 6. DEByE screen with a partially speci�ed example.

provides the column operations insert, remove, group, and split, which compose
the Operations on Columns window as illustrated in Fig. 6. These operations cor-
respond, respectively, to the operations add-to-t-type, remove-from-t-type, group-
components, and ungroup-components described in Section 3. An additional re-
name column operation is provided for convenience to allow the user to rename
a column. For instance, in Fig. 6, the user has executed the insert column oper-
ation to add a new column (Price) and the rename column operation to assign
the labels Name, Title, and Price to the three columns. The other two operations
are discussed in the immediately following.

In Fig. 7, the user has advanced in her/his example speci�cation task. Hav-
ing observed that Agatha Christie has written many books, she/he decided to
compose the attributes Title and Price into a nested table, called Book, which
can be used to hold various books written by Agatha Christie. To create this
nested table, the user applies the group operation on the attributes Title and
Price, and the rename operation to assign the label Book to it.

For pages with non-homogeneous objects (as the pages of the Murder by the

Book site), the user might have to specify more than one example object to cover
a larger fraction of the (implicit) objects in the page. For instance, in Fig. 7 the
user speci�ed a second example object to indicate that, in the case of the author
Leslie Charteris, the price of all her books is the same. This is indicated by
assembling the book titles written by Leslie Charteris in a list. This is done by
an insert row operation, which corresponds to the operation add-to-v-type and
results in the inclusion of a new row into the (nested) table. Likewise, there
is also a remove row operation, which corresponds to the remove-from-v-type

operation. We stress that each row in a (nested) table corresponds in fact to an
alternative t-type of a v-type.
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Fig. 7. Speci�cation of two distinct example objects for a sample page.

5 Experimental Results

In this section, we present the results of some experiments we carried out using
the DEByE tool. The goal was to investigate how useful is the DEByE GUI in
assisting the user with the speci�cation of example objects. In the experiment
sixteen undergraduate Computer Science students used the DEByEGUI to spec-
ify example objects for three Web sites: CDNow (http://www.cdnow.com), ACM
TODS from DB&LP (http://www.informatik.uni-trier.de/�ley/db), and Murder

by the Book (http://www.murderbythebook.com). Fig. 8 illustrates excerpts of
pages from these three sites.

According to an increasing order of complexity, the users were �rst presented
with a page from CDNow, followed by a page from DB&LP and, at the end, with
a page from Murder by the Book. In each case, each user was asked to specify a
set of example objects (in a number of her/his choosing). Each set of example
objects yielded a separate set of OE patterns. We notice that the (implicit)
objects in the CDNow pages are at (i.e., their structure is given by a one-level
hierarchy), while the (implicit) objects in the DB&LP TODS and Murder by the

Book pages can be interpreted as a two-level hierarchical structure. Further, the
objects in the DB&LP TODS pages are homogeneous, while the objects in the
Murder by the Book pages present structural variations.

To evaluate the user example objects speci�ed by our 16 users, we compared
each example object with all others and separated them in 3 groups. The �rst
group is called complete and is composed of objects that have all a same struc-
ture and whose structure is the most complex (among all the example objects
speci�ed), according to the perception of the users. The second group is called
partial and is composed of objects that have a structure which is only a part of
the structure of the objects in the �rst group. The third group is called incorrect
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(a) CDNow

(b) DB&LP TODS

(c) Murder by the Book

Fig. 8. Excerpts of pages from three Web sites used in our experiments.

and is composed of all the objects that have a structure which does not seem to
make sense. The results of our 16 user sessions are summarized in Table 1.

Web User Speci�ed Example Objects Percentage of Objects

Site Complete Partial Incorrect Extracted

CDNow 15 - 1 100%
DB&LP ACM TODS 16 - - 92%

Murder by the Book 9 3 4 89%

Table 1. Summary of the results of our experiments.

As can be observed, the users were very e�ective in providing examples for
the CDNow and DB&LP Web sites. Surprisingly, one user miss-interpreted the
CDNow page which is the least complex one. Not surprisingly, the users found
it more diÆcult to deal with the Murder by the Book Web site. Even though,
the majority of the users was able to successfully specify the example objects
properly. Table 1 also presents the percentage of objects extracted from a set of
pages of each Web site when we submitted complete examples to the DEByE
Extractor module. As we can see, the tool was very e�ective and extracted a
high percentage of the existing objects in these pages. The results of a larger
set of extraction experiments on pages of several popular Web sites are reported
in [8, 15].
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6 Conclusions

In this paper, we proposed a new approach for revealing the structure of data
present in data rich Web pages. This approach relies on the assumption that
such pages can be seen as collections of similar complex objects and that the
user can give her/his interpretation of the data structure by providing examples
of such objects.

To be able to create abstractions for collections of similar objects, we de�ned
a set of object types, including a special type, called v-type, which allows us to
capture the semistructured nature of the data involved. The types de�ned are
powerful enough to describe very complex data structures. Here, however, we
discussed the use of nested tables as a form of representation for such structures.
Nested tables are not as powerful as the de�ned object types, but they have
the avdantage of being simple, intuitive, and quite convenient for expressing
multi-level hierarchical structures [10]. We also showed that every table scheme
corresponds to a complex object type, although the contrary is not necessarily
true.

Based on the above ideas, we implemented a semistructured data extraction
tool, called DEByE, whose GUI allows the assembling of example objects into
a nested table by using simple \cut-and-paste" operations. The structure of the
example object can then be used to identify new objects in the page or in other
similar pages. As we discuss in [8, 15], this approach is very e�ective and usually
only a couple of examples is suÆcient to extract a high percentage of the objects
existing in the pages.

The approach we presented is remarkably distinct from previous works be-
cause it relies on the user's perception of the object's structure. That is, instead
of trying to derive structural (semantic) matches from the formating (syntax),
we induce the user to inform the structure as she/he perceives it. We believe
that in those situations in which the user is available to provide the information
(for example, when browsing a Web site), this approach works better than alter-
native methods based on \blind" heuristics. Furthermore, our approach is not
tied to any speci�c formating system (e.g. HTML, XML, LaTex, etc.). Instead,
it takes advantage of any type of markups surrounding the data of interest.
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Abstract. Generally, a multitude of tools is used for the management of
a Web application life cycle. It is highly desirable to provide an exchange
format for such tools to enable interoperability. This paper presents an
eXtensible Web Modeling Framework (Xwmf), which applies the Re-
source Description Framework (RDF) to Web engineering to provide an
interoperable exchange format. Our proposed framework makes use of
one and the same (meta- ) data model to specify the structure and con-
tent of a Web application, to make statements about the elements of a
Web application, and to reason about the data and metadata. Xwmf is
extensible, because schemata de�ning additional vocabulary to integrate
new design artifacts can be added. The Xwmf tools are able to convert
the Web application (metadata) description into the corresponding Web
implementation.

1 Introduction

Approaches for the structured and formal development of Web applications can
be summarized by the term Web engineering (see for example [10, 15]). Web
engineering should provide artifacts to manage a Web application life cycle. A
formal model for de�ning a Web application should be expressed in an interoper-
able format that can be exchanged easily, so that a developer can use the suitable
tool for each phase of a Web application life cycle. The exchange of (parts of)
a Web application model is also necessary for the distributed development of a
Web application.

This paper presents such a formal Web application description model called
the eXtensible Web Modeling Framework (Xwmf). Xwmf is an application of
the Resource Description Framework (RDF) [4, 9] or, more precisely, Xwmf con-
sists of an extensible set of RDF schemata and descriptions. RDF [4] is an open
standard available from the World Wide Web Consortium (W3C), providing
a model for processing metadata, which is expressed in an interoperable and
machine-understandable format, that can be exchanged on the Web. In Xwmf,
metadata is used to describe the properties and the relationships of Web re-
sources. The distinction between \data" and \metadata" depends on the appli-
cation domain. Xwmf applies a (meta-) data model to de�ne the Web resources

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 229−238, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000



and to make statements about the resources of a Web application. This formal
model results in machine-understandable content and metadata descriptions of a
Web application. Design concepts and the �nal product are described by one and
the same graph-based data model. The basic model of Xwmf is extensible, thus
a Web developer can introduce new design artifacts corresponding to unforeseen
requirements. Xwmf bridges the gap between high-level Web design concepts
and the low-level �le-based Web implementation model. A Web application is
modeled in terms of classes and objects in contrast to �les. XWMF supports the
separation of layout and content information and the reuse of artifacts.

We have developed exemplary tools (the Xwmf tools) which are able to
automatically convert a Web application description into the corresponding Web
implementation. Additionally, the tools implement a query system that supports
querying the Web application metadata but also the data of the application.

The remainder of this paper is structured as follows. Section 2 discusses re-
lated Web engineering approaches and tools. Section 3 describes the components
of Xwmf. Section 4 discusses the Web object composition model of Xwmf. The
implementations of the supporting Xwmf tools are presented in Sect. 5. A dis-
cussion in Sect. 6 concludes the paper.

2 Related Work

Xwmf avoids the constraints of a �le-based approach for the modeling of Web
applications. There are several (Web) design approaches that provide more so-
phisticated abstractions than the �le-based Web implementation model. Exam-
ples include OOHDM [14] and RMM [8]. These approaches are mainly used
for the design phase of the life cycle of a Web application. In contrast to the
approaches above Xwmf provides a standardized exchange format for a Web
application design as a foundation to support the whole life cycle of a Web
application.

The Web Object Oriented Model (WOOM) [5] provides a generative model
for describing Web applications in terms of objects arranged in a directed acyclic
graph (DAG). For each object a transformer method is used to convert the object
into its Web implementation. In the Web object composition model of Xwmf,
objects are also arranged in a DAG. In contrast to WOOM, Xwmf assigns a
property to classes which provides information used to convert objects into its
Web implementations, in order to avoid that modeling information is hidden in
a transformer method and, thus, not part of the Web application model.

Like the objects in WOOM the objects in WebComposition [7] encapsulate
the conversion into a Web implementation in a dedicated method. A WebCom-
position application model is expressed in XML [2] and thus in a standardized
programming language independent exchange format. In Xwmf the standard-
ized RDF is applied, thus it is possible to reason about the data and metadata
of a Web application, which is not directly supported if XML is used.

Many commercial tools do exist for Web authoring, Web development, and
Web site management. However, many of these tools are rather self-contained
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Fig. 1. eXtensible Web Modeling Framework

and thus di�cult to integrate with other tools in the development process. The
following section presents a model applying a standardized exchange format,
which can be used to integrate Web engineering tools.

3 eXtensible Web Modeling Framework

Xwmf (see Fig. 1) is an extensible set of RDF schemata and RDF descrip-
tions de�ning the properties of a Web application. On the top of Fig. 1 RDF
is shown. RDF provides the vocabulary necessary to create new RDF schemata
and descriptions. The generic Web engineering schemata shown in the middle
of Fig. 1 are expressed by using the RDF vocabulary. The generic schemata
de�ne application independent vocabularies to support Web engineering tasks.
The generic Web object composition schema (Wocs) provides the vocabulary
to de�ne structure and content of a Web application in terms of objects. The
Wocs vocabulary and the corresponding model are described in Sect. 4. Xwmf
is extensible because additional generic Web engineering schemata can be in-
cluded. Such extension schemata can provide vocabulary for various application
areas such as advanced navigation modeling, access control modeling, or content
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management. The generic Web engineering schemata and RDF provide the vo-
cabulary used to create Web application schemata. A Web application schema
is used to specify high-level application-speci�c concepts for the design of a Web
application. The vocabulary provided by RDF, the generic Web engineering
schemata, and the Web application schemata is used to create Web application
descriptions. A Web application description de�nes the objects, relationships of
the objects, and (extension) properties attached to objects. The Web application
descriptions can be automatically converted into the Web application.

4 Web Object Composition Model

The Web object composition model (Wocm) is an object-based formal (meta)
data model for designing structure and content of a Web application. Wocm

gives an abstract view of the Web application not constrained by the �le-based
Web implementation model.Wocm de�nes the constructs Simplexon and Com-

plexon which are arranged in an directed acyclic graph (DAG), with simplexons
being the leafs. Complexons are used to de�ne the structure of a Web application
while simplexons de�ne the content and the content representation. Components

are special Complexons representing a physical resource of a Web application.
Figure 2 shows an example of a DAG. We chose to map the structure of a
Web application to a DAG because the content of a Web implementation is
represented by units of markup. Markup is arranged as a tree. A DAG is able
to express a set of trees in one and the same graph. We discuss the modeling
constructs de�ned by Wocm in the following subsections in more detail.

C2

S5

C4 S2

S3 S4

Component

Complexon

Simplexon

hasPart

C1 Component

S1 C3

Fig. 2. DAG of a Component

<rdfs:Class rdf:ID="Employee"/>

<LR:Employee rdf:ID="i1EmployeeHtml">
 <xwmf:hasPart>
  <Seq>
   <li resource="#htmlDocumentBegin"/>
   <li resource="#i1Contact"/>
   <li resource="#htmlDocumentEnd"/>
  </Seq>
 </xwmf:hasPart>
</LR:Employee>

Fig. 3. Complexon (Employee)

4.1 Complexons

Complexons are containers for simplexons and complexons. Circular contain-
ment is not allowed. Complexons support separation of concerns in the way that
they allow to de�ne the structure of a Web application independently from the
organization of the �les of a Web application. The containment relationship is
modeled with the property hasPart which is de�ned by Wocs. Figure 3 shows
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the de�nition of the complexon class Employee (in abbreviated RDF/XML syn-
tax). The complexon instance i1EmployeeHtml of type Employee has the predicate
hasPart referring to a sequence of instances of simplexons. The type concept al-
lows to query the model to show all instances of a certain type (of type Employee

for example).

4.2 Simplexons

A simplexon class is used to de�ne an abstract data type. In addition a sim-
plexon class de�nes the Web implementation for objects of that class. Thus the
separation of concerns (separate content from its Web implementation) is sup-
ported because an object's content can be de�ned independently from its Web
implementation. A Web application developer de�nes which predicates a sim-
plexon should have. Figure 4 shows the de�nition of the simplexon class Contact
and the property name which is assigned to the simplexon class Contact. A prop-
erty is de�ned independently from a simplexon class and the same property can
be assigned to many simplexon classes. This property-centric approach enables
multiple use of already de�ned properties in di�erent contexts. For simplexons,

<rdfs:Class rdf:ID="Contact"/>
 
<rdf:Property rdf:ID="name">
 <rdfs:domain rdf:resource="#Contact"/>
 <rdfs:range  rdf:resource=
 "http://.../PR-rdf-schema-19990303#Literal"/>
</rdf:Property>

Fig. 4. Class Contact with an assigned Property

subclassing is supported. The subclassing relationship allows the developer to
model property inheritance. Figure 5 shows an example where the simplexons
HtmlContact and WmlContact inherit the property name. Figure 6 shows the cor-
responding RDF/XML serialization de�ning the subclass relationship of class
Contact and HtmlContact by the predicate subClassOf. A simplexon class which
should be instantiated must have a predicate implementation. The value of the
predicate implementation is used to convert a simplexon into the Web implemen-
tation model. The predicate implementation can be respeci�ed by a subclass to
re�ne the Web implementation model in regard of the properties a subclass adds.
Wocs de�nes any markup or string as a value for the property implementation.
Thus, for example, HTML [13], XML [2], WML [16] are allowed. In addition to
model (parts of) Web pages, simplexons can be used to model (parts of) pro-
gram code for the client side (e.g. ECMAScript [6]) or server side (e.g. XOTcl
[12]). Markup or program code at any granularity are allowed as value of the
property implementation. Thus ad-hoc design is supported by de�ning a whole
(parameterized) Web page with a single simplexon. A more sophisticated design
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Contact

HtmlContact WmlContact

name, ...

implementation
view view

name, ... name, ...
implementation

Fig. 5. Property Inheritance by

means of Subclassing

<rdfs:Class rdf:ID="HtmlContact">   
 <rdfs:subClassOf rdf:resource="#Contact"/>
 <xwmf:view>HTML</xwmf:view>
 <xwmf:implementation rdf:parseType="Literal">
  <![CDATA[<CENTER><TABLE bgcolor="#e8e8e8" >
   <TR><TD>
    <xwmf:var>name</xwmf:var><br>
    <xwmf:var>phone</xwmf:var><br>
    <xwmf:var>fax</xwmf:var><br>
    <A HREF="mailto:<xwmf:var>email</xwmf:var>">
    <xwmf:var>email</xwmf:var></A><BR>
   </TD></TABLE></CENTER>]]>
 </xwmf:implementation>
</rdfs:Class>

Fig. 6. Simplexon Class HtmlContact

is achieved by de�ning a simplexon per concept embodied in a Web page and by
composing these simplexons by a complexon.

The XML element var can be used as a placeholder inside a value of the
property implementation. For example <xwmf:var>name</xwmf:var> is used as a
placeholder for a value of the predicate name of an instance of class HtmlContact.
Figure 6 shows an example with several placeholders. De�ning a part of a Web

<lr:HtmlContact rdf:ID="i1Contact">
 <lr:name>Reinhold Klapsing</lr:name>
 <lr:phone>+49 (201) 183 4078</lr:phone>
 <lr:fax>+49 (201) 183 4073</lr:fax>
 <lr:email>
  Reinhold.Klapsing@uni-essen.de
 </lr:email>                      
</lr:HtmlContact> 

Fig. 7. Simplexon Instance i1Contact

<CENTER><TABLE bgcolor="#e8e8e8" ><TR>
 <TD>Reinhold Klapsing<br>
  +49 (201) 183 4078<br>
  +49 (201) 183 4073<br>
  <A HREF=
  "mailto:Reinhold.Klapsing@uni-essen.de">
  Reinhold.Klapsing@uni-essen.de</A><BR>
</TD></TABLE></CENTER>

Fig. 8. Web Implementation of i1Contact

resource is done by instantiating a simplexon class. The Web implementation
is generated by merging the values of an object via the var-construct with the
value of the property implementation de�ned by the class an object is related
too. Reuse is supported because (many) objects related to a simplexon class
are using the same Web implementation (value of the property implementa-

tion). Figure 7 shows the object i1Contact which is an instance of the class
HtmlContact. Figure 8 shows the Web implementation (in this case HTML) of
the object i1Contact, composed of values of the object and the value of the predi-
cate implementation of class HtmlContact (see Fig. 6). Figure 3 shows the usage of
the simplexon instance i1Contact as part of the complexon Employee. An object
may be an instance of more than one simplexon class. This indicates that the
object has all the characteristics that are to be expected of an object of each su-
per class. This, in conjunction with the view property, which is de�ned inWocs,
allows to de�ne di�erent views for an object according to the context (see Sect.
4.3) in which an object is used. Additionally, object reuse is supported because
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HtmlContact WmlContact

name, ...
implementation
view view

i1Contact

instance of instance of

name, ...

name: Reinhold ...
...       : ...
...       : ...

implementation

Fig. 9.Multiple Types of an Object

<rdf:Description ID="i1Contact">
 <rdf:type resource="this#HtmlContact"/>
 <rdf:type resource="this#WmlContact"/>
 <lr:name>Reinhold Klapsing</lr:name>
 <lr:phone>+49 (201) 183 4078</lr:phone>
 <lr:fax>+49 (201) 183 4073</lr:fax>
 <lr:email>Reinhold.Klapsing@uni-essen.de</lr:email>
</rdf:Description>

Fig. 10. Simplexon Instance with Multiple Types

only one object has to be de�ned for possibly many views. Figure 9 shows the
object i1Contact which is an instance of the simplexon classes HtmlContact and
WmlContact and Fig. 10 shows the corresponding RDF/XML serialization syntax
(note: in contrast to the examples above no abbreviated RDF syntax is used be-
cause multiple type predicates are not expressible in abbreviated RDF syntax).
The simplexon class HtmlContact de�nes, for the predicate view, the value HTML

(see Fig. 6), thus the instance i1Contact may be used in an HTML context. In the
same way the class WmlContact de�nes the view WML thus the instance i1Contact

may also be used in a WML context.

4.3 Components

A component is a special complexon representing a physical entity (e.g. a Web
page stored in a �le) of a Web application. A component is a complexon with
an isComponent predicate. A Web application consists of a set of components.
For each component the corresponding complexons and simplexons are arranged
in a tree, where the complexon which has an assigned isComponent predicate is
the root container (see Fig. 2). More precisely, the complexon having an isCom-

ponent predicate is a representative for the whole component (tree composed
of complexons and simplexons). Wocs de�nes an URI as an allowed value of
an isComponent predicate which gives a reference to where a component should
be stored. Additionally, for a component the value of the (optional) predicate
isView de�nes in which context the simplexons of a component have to be in-
stantiated. A component must have a predicate isView if it contains simplexons
which are instances of more than one class.

Figure 11 shows the complexon instance i1EmployeeHtml which is also a com-
ponent. After the generation process this component will be stored in the �le
/htdocs/Klapsing.html. The value HTML of the predicate isView de�nes the con-
text in which the simplexons of the component have to be interpreted. The
context HTML de�nes that the implementation of the simplexon class HtmlContact
(and not of the simplexon class WmlContact) has to be used during the generation
process.

4.4 Integrating Extension Models

Integrating extension models into Xwmf is supported by utilizing XML
namespaces [3]. An XML namespace refers to the corresponding RDF schema
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<WP:Employee rdf:ID="i1EmployeeHtml">
 <xwmf:isComponent rdf:resource =
  "file:/htdocs/Klapsing.html"/>
 <xwmf:isView>HTML</xwmf:isView>
 <xwmf:hasPart>
  <Seq>
   <li resource="#htmlDocumentBegin"/>
   <li resource="#i1Contact"/>
   <li resource="#htmlDocumentEnd"/>
  </Seq>
 </xwmf:hasPart>
</WP:Employee>

Fig. 11. Complexon which is also a

Component

<RDF xmlns="http://.../22-rdf-syntax-ns#"
 xmlns:rdf="http://.../22-rdf-syntax-ns#"
 xmlns:rdfs="http://.../PR-rdf-schema-19990303#"
 xmlns:xwmf="http://.../schema/xwmf.rdf#"
 xmlns:cm="http://.../schema/cm.rdf#"
 xmlns:lr="this#">
...
<lr:HtmlContact rdf:ID="i1Contact">
 <lr:name>Reinhold Klapsing</lr:name>
 <lr:phone>+49 (201) 183 4078</lr:phone>
 <lr:fax>+49 (201) 183 4073</lr:fax>
 <lr:email>
  Reinhold.Klapsing@uni-essen.de
 </lr:email>
 <cm:expires>31 Dec 2000</cm:expires>
</lr:HtmlContact>
</RDF> 

Fig. 12. Integrating Extension Schemata

which de�nes the vocabulary used to apply the extension model. To extend
Wocm, properties are assigned to complexons, simplexons, and components.
Figure 12 shows the RDF/XML serialization syntax of the extension of the sim-
plexon object i1Contact. The predicate expires de�nes the expiration date of
the information represented by that object. A content management software can
query the model by means of the property expires to determine which infor-
mation became obsolete. The property expires is de�ned in the RDF schema
http://.../schema/cm.rdf. The content management schema is bound to the
XML namespace pre�x cm.

Note the possibility to store an extension description separated from the
Wocm description. Thus, a content management tool only needs to operate on
the content management description, possibly stored on a remote system.

5 Implementation

We developed a set of tools to create (GraMTor), process (Web application
generation tools) and analyze (WebObjectBrowser, RDF-Handle) the RDF de-
scription of a Web application. The Web application generation tools are written
in the object-oriented scripting language XOTcl [12]. For reading RDF models
we developed an RDF parser which uses the TclXML parser [1]. The RDF parser
produces the triples of an RDF model. The RDF-Handle operates on the triples
and provides an interface to modify an RDF model and to store the model
in triple notation and RDF/XML serialization syntax. Additionally, the RDF-
Handle provides an interface to query an RDF model. The query interface is
used by the WebObjectComposer to analyze the Web application description.
The WebObjectComposer generates XOTcl classes and objects representing the
simplexons, complexons and components of a Web application and is able to
generate the corresponding Web implementation.
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GraMTor is an RDF editor for the graphical development of RDF models.
GraMTor is able to save RDF models in di�erent formats including the triple
notation and the XML/RDF serialization syntax.

The WebObjectBrowser provides a graphical interface which shows the class
hierarchy and the objects of a Web application as a graph. A developer can
browse the simplexons, complexons, and components to analyze the current
state of the classes and objects. The main parts of the GraMTor and the Web-
ObjectBrowser are written in XOTcl. The graphical user interfaces have been
developed with the Motif version of Wafe[11] which provides a Tcl interface for
the XToolkit.

6 Conclusion, Future Work and Acknowledgements

Web engineering is a complex task that makes it necessary to use a multitude of
artifacts for the development of a Web application. In this paper we presented
Xwmf which provides a vocabulary de�ned by a set of RDF schemata that can
be used to describe Web applications. Xwmf enables inter-operation of various
Web engineering artifacts by applying a standardized machine-understandable
exchange format. Both data and metadata of a Web application are represented
in one and the same graph-based model. Machine-supported reasoning about
data and metadata is enabled. In order to meet the requirements of additional
Web engineering tasks Xwmf can be extended by new generic Web engineering
schemata. Xwmf provides concepts of a higher-level for the de�nition of a Web
application than the �le-based Web implementation model by supporting the
de�nition of concepts in Web application schemata. To support not only ad-hoc
development but also more sophisticated designs the grade of granularity of con-
cepts is left to the developer. The content of a Web resource is separated from
the presentation layout. For the same content di�erent views can be speci�ed.
Xwmf supports any text-based implementation language, including HTML and
XML in its various applications. Adaption of the Web application to new Web
implementation technologies is supported as the access to the implementation
de�nitions in the design model is granted. Reuse is supported as a Web imple-
mentation template is shared by (possibly many) objects. This also supports
maintenance, as a modi�cation of a Web implementation template results in a
modi�cation of the Web representation of all objects related to the template.
Xwmf supports modularity as extension descriptions can be separated from a
Wocm. Distributed development and control of a Web application are supported
as extension descriptions can be stored on a remote system.

We plan to support more sophisticated navigational user guidance by de�ning
vocabulary for guided tours. This together with the Xwmf query system will
allow such tasks as generating a guided tour of all resources of a certain type. To
support a wider range of reuse of concepts and Web implementation templates
we plan to develop a repository mechanism and to extend the Xwmf tools
accordingly. Future versions of the tools and a longer version of this paper can
be obtained from the XWMF home page [17]
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Abstract.  Recent surveys on e-commerce sites confirm the increased use of the
Web for shopping. The reasons of these trends have been attributed to different
factors such as convenience, saving time, absence of sales pressure, among
others. However, an essential site characteristic that should also be taken into
account is the quality in use. In this paper, we present a case study on five e-
bookstores in order to assess characteristics and attributes that influence quality
in use utilizing for such an end the Web-site Quality Evaluation Methodology
(QEM). The main goal of this work is to show the level of accomplishment of
required quality characteristic like usability, functionality, reliability, efficiency
and derived sub-characteristics and attributes, regarding the user standpoint. In
addition, we focus on sub-characteristics and attributes concerning e-commerce
site functionality.

1 Introduction

E-commerce (EC) is nowadays a growing reality in the Web. Interestingly, recent
field studies on EC sites confirm the increased use of the Web for shopping. For
instance, the tenth edition of GVU's WWW User Survey [4] reports that both personal
and professional shopping are up by significant percentages (10.3% and 23.7%,
respectively) since the ninth survey. The major reasons for using the Web for personal
shopping was convenience factor (21% of reason given), followed by saving time
(18.8%), the presence of vendor information (18.7%), and the absence of sales
pressure (16%).

Besides, surveys and evaluations on EC sites' attributes and factors have also
drawn initial and interesting outcomes. For example, to cite only some, Lohse and
Spiller [6] measured 32 attributes on 28 Web stores that influence store traffic and
sales. The authors identified six principal categories for a Web store, namely:
Merchandise, Service, Convenience, Store Navigation, Promotion, and Checkout,
regarding a previous classification [1].  In addition, Tilson et al [11] surveyed factors
and principles affecting the decision to purchase by analyzing four sites; the 16
participants rated the importance of fifty factors on a scale from 1 to 7.

However, considering the evaluation viewpoint, an essential site (product) issue
that should be emphasized is the characteristics and attributes that influence the

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 239−252, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000
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quality in use. Process quality contributes to improving product quality, and product
quality contributes to improving quality in use. Thus, one of the main goals to website
evaluation and comparison is to understand the extent which a given set of product
characteristics and attributes fulfills a set of explicit and implicit needs in
consideration of specific audiences. In this direction, the proposed Web-site QEM
methodology [10] can be an useful approach in providing this understanding, in a
rather objective and quantitative way. In addition, by analyzing the intermediate and
final product quality indicators recommendations can be suggested. That is, the
evaluation process generates elemental, partial, and global quality indicators (or
preferences) that can be easily backward and forward traced, justified, and efficiently
employed in recommendations tasks.

Therefore, the aim of this paper is to show the level of accomplishment of selected
quality characteristic like Usability, Functionality, Reliability, Efficiency and derived
sub-characteristics and attributes in five e-bookstores, from a general user standpoint.
With regard to quality characteristics and attributes for assessment purposes, over a
hundred and forty ones were taken into account, considering attributes directly or
indirectly quantifiable. Furthermore, we build the quality requirement tree starting
from the same high-level quality characteristics as those prescribed in ISO/IEC 9126
standard [5], -a new version of this standard is in draft state.

In this work, sub-characteristics and attributes concerning EC functionality and a
recursive decomposition mechanism are also discussed. For instance, the
Functionality characteristic is split up in Searching and Retrieving, Navigation and
Browsing, and EC Functionality and Content sub-characteristics. Regarding the latter,
attributes for Product Information, Purchase, Customer and Store Features, and
Promotion Policies sub-characteristics were in turn specified.

The structure of this paper is as follows: in the next section, we put the e-
bookstores case study in context, and in Section 3, we present the evaluation process
regarding Web-site QEM's main steps. In sub-section 3.1, the decomposition
mechanism and the EC functionality sub-characteristic are analyzed. In the two
following sub-sections the elementary and global criteria and methods are outlined. In
sub-section 3.4, we discuss and compare partial and global outcomes. Finally, in
Section 4, concluding remarks are considered. An Appendix depicts the whole
requirement tree employed in this case study.

2  The E-Commerce Case Study on Bookstores

In order to prepare the study on e-bookstores domain five established sites were
selected (the reader can also refers to the case studies carried out on museums and
academic sites domains [8, 9]). Likewise, the chosen sites should be typical and well
known regionally and/or internationally as well as they should specifically allow
domestic and international shopping. One of the primary goals of this study is the
understanding and comparison of the current level of fulfillment of essential quality
characteristics and attributes given a set of requirements with regard to a general
audience. Particularly, we assessed the level of accomplishment of standardized
characteristics as previously mentioned (and derived sub-characteristics and
attributes), and compare partial and global preferences in order to analyze and draw
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conclusions about the state-of-the-art of e-bookstores quality. Important conclusions
(mainly, domain specific as well as general ones) can emerge as it will be seen, later.

We selected the following e-bookstore sites, namely: Amazon (US,
http://www.amazon.com), Cúspide (Argentina, http://www.cuspide.com.ar), Barnes
and Noble (US, http://www.bn.com), Díaz de Santos (Spain,
http://www.diazdesantos.es), and Borders (US, http://www.borders.com). The data
collection activity was performed from the 15th Sep. to the 20th Oct., 1999. In this
period, Díaz de Santos site changed its look & feel, so we evaluate the new interface.

Speaking in a wider sense, software artifacts are generally produced to satisfy
specific user's needs, and Web artifacts are not the exception. In designing e-
bookstore sites, there are many challenges that should not be neglected. For instance,
when users enter the first time at a given home page they may want to find a piece of
information quickly. There are two ways to help them in doing that: browsing or
searching. Moreover, to get a time-effective mental model of the overall site, i.e., its
structure and content, there are attributes like a table of contents or an index (a
catalog) that help in getting a quick global site understandability, facilitating
browsing. On the other hand, a searching function (quick and advanced ones),
provided in the main page and remaining permanent in all pages can effectively help
retrieving the desired piece of information and avoid browsing. So, the two functions
can be complemented. In addition, first time visitor help (or a guided tour) and
general information attributes can allow quick understanding about content
information, common procedures, and policies. Fig. 1, shows a screenshot of a home
page and highlights some attributes. There are a lot of such attributes both general and
domain specific that contribute to quality, so designers should take into account when
building for intended audiences (for a wider specification, see the list in Appendix A).

Fig. 1. Partial view of Cúspide´s home page, where some attributes are highlighted.
These are generally available in e-bookstore sites.
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3  The Evaluation Process

The proposed stepwise, expert-driven methodology, Web-site QEM, is essentially
quantitative, flexible and robust, and it covers most of the activities in the evaluation,
comparison, and ranking process of websites. These steps are grouped in the
following major technical phases:

1. Quality Requirement Definition and Specification,
2. Elementary Evaluation: Definition and Implementation,
3. Global Evaluation: Definition and Implementation,
4. Analysis, Conclusions and Documentation
As said above, these phases are composed by activities. Even if we do not describe

and discuss thoroughly the steps here (for a broader description, see [9]), the next
fourth sub-sections deal with some activities, strategies, models, methods, and tools
employed in the EC study regarding the previous listed stages.

3.1 The E-bookstore Requirement Tree

In the first phase, the evaluators should clarify the evaluation goals and user
standpoint. They should select the sites to assess and compare, and, finally, agree and
specify the quality requirement tree. In the latter step, the ISO-prescribed
characteristics give evaluators a conceptual model for quality requirements and
provide a baseline for ulterior decomposition. Thus, a quality characteristic can be
decomposed in a list of sub-characteristics recursively, and so, a sub-characteristic
can be refined in a set of direct or indirect measurable attributes. Therefore, regarding
the domain, the specific goals, and the user standpoint (i.e., the user implicit and
explicit needs), quality characteristics and attributes should be specified in a
requirement tree. The whole-intervened characteristics and measurable attributes for
this study are outlined in Appendix A. Next, we discuss some characteristics and
attributes and the decomposition mechanism.

The Usability high-level characteristic is decomposed in sub-characteristics such as
Global Site Understandability, Feedback and Help Features, and Interface and
Aesthetic Features. The Functionality characteristic is split up in Searching and
Retrieving Issues, Navigation and Browsing Issues, and EC Functionality and
Content  sub-characteristics. The same decomposition mechanism is applied to
Reliability and Efficiency factors.

Focusing on EC Functionality and Content characteristic, we have grouped five
main components: Product Information (2.3.1 coded), Purchase Features (2.3.2),
Customer Features (2.3.3), Store Features (2.3.4), and Promotion Policies (2.3.5).
Regarding Product Information sub-characteristic, we see at the same level Product
Description, Price Evaluation , and 2.3.1.3, 2.3.1.4, 2.3.1.5 attributes. For example,
the Product Description (2.3.1.1 coded), is compounded by a Basic Description
attribute, Book Content & Structure, and Product Image sub-characteristics. The
Basic Description attribute takes into account the availability of information such as
book title, author, edition, format, pages, size/weight, ISBN, price and availability
(e.g., we can use a discrete multi-variable criterion in order to evaluate this attribute).
On the other hand, the Price Comparison Availability (2.3.1.2.1) mechanism allows
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users to compare prices in different stores. According to the recent GVU's WWW
User Survey [4] it informs that for professional shopping Detailed Information was
cited as important when selecting a product or service on the Web for 30.6% of
responses out of a choice of 6 possible ones; Information about Availability  was cited
as the next most important (26.7%), followed by ability to make Price Comparisons
(26.5%) by the user. Unfortunately, no evaluated site had this desirable attribute.

Focusing on Purchase Features (2.3.2 coded), we can observe two main sub-
characteristics: Purchase Mode (2.3.2.1), and Purchase Policies (2.3.2.2). Regarding
the Purchase Mode sub-factor, online and offline modalities are feasible, however,
the former is becoming more preferred as long as confidence in security is increasing.
For purchase online, the Shopping Basket, Quick Purchase, and Checkout  features are
modeled. The shopping basket mechanism (also known as a design pattern in [12]) is
generally used to decouple the selection process from the checkout process of
products or services. For example, we evaluate the availability, the continue buying
feedback, and the edit/recalculate feature of the Shopping Basket sub-characteristic.
On the other hand, the Purchase Policy (2.3.2.2) sub-factor, should contain a sound
and concise information for potential and current customers, as cancellation and
return policies information, shipping and handling costs (separating domestic from
international information), payment policy information, and, optionally, a resent
purchase or gift service facility.

As previously said, there are a lot of such attributes that contribute to site quality in
use that designers should consider when building for some domain and intended
audiences. Finally, focusing on Feedback and Help Features characteristic (where
Usability is the super-characteristic), we have grouped five main components: two of
them are Link-based Feedback  (1.2.3) and Form-based Feedback  (1.2.4). FAQ and
What's New Feature are attributes of 1.2.3 sub-characteristic; Questionnaire Feature,
Comments/Suggestions and Subject-Oriented Feedback  (like in Barnes & Noble and
Borders sites) are attributes of 1.2.4 sub-characteristic. They partially contribute to the
communicativeness and learning process.

3.2 The Elementary Evaluation

In the second phase, the evaluators should define the basis for elementary evaluation
criterion (for each attribute), and perform the measurement and mapping process. For
each direct or indirect attribute Ai, we can associate a variable Xi, which can take a
real measured or calculated value. Besides, for each variable it is necessary to
establish a scale and unit [3], and set a criterion function, called the elementary
criterion function. This function models a mapping among the measured or calculated
value to the value of the new numerical representation, resulting afterwards in an
elementary quality preference. The elementary preference EQi is frequently
interpreted as the percentage of satisfied requirements for a given attribute, and it is
defined in the range between 0, and 100% [2]. In this way, the scale and unit become
normalized.

There are two kinds of general criteria: absolute and relative. Regarding absolute
criteria, a basic taxonomy decomposes preference variables in continuous and
discrete. Continuous variable criteria are classified in direct preference assessment,
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single, normalized and multi-variable criteria. Discrete variable criteria are classified
in binary, multi-level, subset-structured, and multi-variable criteria. In the following
specification two types of criteria are shown. On the other hand, to ease the
preferences interpretation, we group them in three categories or acceptability levels,
namely: unsatisfactory (from 0 to 40%), marginal (from 40 to 60%), and satisfactory
(from 60 to 100%) -or red, gray, and green ranges respectively. Next, for the e-
bookstore study two attributes are documented following a hierarchical and
descriptive specification framework as in previous case studies.

Title : Customized Recommendations; Code: 2.3.3.2; Type: Attribute
Higher-level characteristic : Functionality ; Super-characteristic : Customer Features
Definition / Comments: It is a mechanism that provides customers with personalized
recommendations of products according previous buying preferences. These
recommendations are automatically generated each time he/she enters to the e-store.
Elementary Criteria: It is an absolute and discrete binary criterion. We only ask if it is
available (1),  or not (0).
Preference Scale : see Fig. 2;  Data Collection Type: Manual, Observational
Example/s: Only Amazon site provided this facility.

Fig. 2. Customized Recommendations attribute represented by a preference scale.

Title : Broken Links; Code: 3.1.1.1; Type: Attribute
Higher-level characteristic : Reliability; Super-characteristic : Link Errors
Definition/Comments: It represents found links that lead to missing destination nodes
(also called dangling links). "Users get irritated when they attempt to go somewhere,
only to get their reward snatched away at the last moment by a 404 or other
incomprehensible error message" [7].
Elementary Criteria: It is an absolute and continuous normalized-variable criterion,
where if BL = number of broken links found, and TL = number of total site links,
then, the formula to compute the variable is: X = 100 - (BL * 100/TL) * 10; where, if
X < 0 then X = 0; Preference Scale : see Fig. 3; Data Collection Type: Automated.
Example/s: Cúspide yielded an elementary preference of 99.83 %, Amazon, 98.40 %,
and Barnes and Noble site 97.45 %.

Fig. 3. Broken Links attribute represented by a preference scale.

Ultimately, once all elementary criteria were defined and data collected, the
elementary preferences can be yielded and documented. The final hyperdocument
links the requirement tree with the specification cards and elementary outcomes.
Table 1, shows the preferences of some attributes for each e-bookstore site.

100% 60%0%

0 1

 100% 60%0%

Xmin 100
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Table 1. Partial outcomes of elementary preferences for the five e-bookstores.

Amazon Barnes & Noble Cúspide Díaz de Santos Borders
1. Usability
1.2.3.1 100 100 100 0 100
1.2.3.2 100 100 80 80 100
1.2.4.1 0 0 0 100 0
1.2.4.2 0 100 0 70 70
1.2.4.3 0 100 0 0 70
2. Functionality
2.1.1.1 100 100 100 0 100
2.1.1.2 100 100 100 100 70
2.3.1.1.1 100 100 40 24 70
2.3.1.1.2.1 100 100 50 50 0
2.3.1.1.2.2 42 42 12 12 21
2.3.1.2.1 0 0 0 0 0
2.3.2.1.1.1.1 100 100 100 100 100
2.3.2.1.1.1.2 100 70 0 0 40
2.3.2.1.1.1.3 100 100 100 100 100
2.3.2.1.1.2 100 0 0 0 100
2.3.2.1.1.3.1 100 100 100 0 100
2.3.2.1.1.3.2 100 100 100 0 0
3. Reliability
3.1.1.1 98.4 97.45 99.83 60.07 76.34
4. Efficiency
4.1.1 100 77.75 100 99.75 99.70

Even if they are only elementary values where no aggregation mechanism and
computation were yet applied, some observations can be done all the same. For
instance, we see the five sites having What's New (1.2.3.2) attribute resolved (the
greater preference arises if, to the newest additions -generally in the home page, is
also included a summary and links to the information objects). Nevertheless, in the
book Basic Description (2.3.1.1.1) attribute, two sites fall in the red range. The
elementary result is worse in the book Content Description (2.3.1.1.2.2), as the reader
can observe. We evaluate the availability and richness of content description. The
greater richness is for Amazon, B&N, and Borders, but the availability is varying.
Notice that a review of a product is considered in the Customer Revision of a Book
(2.3.3.4) attribute.

Lastly, focusing on the Shopping Basket sub-characteristic, we observe the
Shopping Basket Availability (2.3.2.1.1.1.1) in all selected sites. However, the
Continue Buying Feedback  attribute is absent in Cúspide and Díaz de Santos, and
unsatisfactory (40%) in Borders site. The Quick Purchase (2.3.2.1.1.2) attribute is
implemented efficiently only in Amazon and Borders (it is absent in the other sites).
Unfortunately, Díaz de Santos site has no Checkout Security attribute, and the
Checkout Canceling Feedback  (2.3.2.1.1.3.2) one is only explicitly considered in
Amazon, B&N, and Cúspide sites, in all pages at checking out time.
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3.3 The Global Evaluation

In order to obtain a global quality indicator for each website, the evaluators should
define, in the third phase, the aggregation process and implement it. In the process,
the type of relationships among attributes, sub-characteristics, and characteristics and
the relative weights might be considered. For this purpose, it was agreed as in
previous case studies the use of a robust and sensible model such as the Logic Scoring
of Preference (LSP) model (regarding the amount of intervening characteristics and
attributes, i.e., over a hundred and forty ones). LSP is based in a weighted power
means mathematical model [2]. However, in simpler cases a merely additive scoring
model can be used where indicators can be computed using the following structure:
Global/Partial Indicator =  (Component Weight * Elementary Indicator) . The
strength of LSP model over merely additives ones resides in the power to deal with
different logical relationships and operators to reflect the evaluation needs. The basic
relationships modeled are: 1) Replaceability, when it is perceived that two or more
input preferences can be alternated; 2) Simultaneity, when it is perceived that two or
more input must be present simultaneously; 3) Neutrality, when it is perceived that
two or more input preferences can be grouped independently (neither conjunctive nor
disjunctive relationships).

On the other hand, the major LSP operators are the arithmetic means (A) that
models neutrality relationship, and week (C-), medium (CA), and strong (C+) quasi-
conjunction functions, that model simultaneity relationships. In addition, we can tune
these operators to intermediate values, e.g., C-- is positioned between A and C-
operators, and C-+ is between CA and C- operators, and so on. The above operators
(except A) mean that, given a low quality of an input preference can never be well
compensated by a high quality of some other inputs to output a high quality
preference. Similarly to conjunctive operators, we can also use the quasi-disjunction
operators that model replaceability relationships. That is, a low quality of an input
preference can always be compensated by a high quality of some other input.

Regarding the aggregation process, it follows the hierarchical structure of the
requirement tree, from bottom to top. Applying a stepwise aggregation mechanism,
the elementary preferences can be partially structured; in turn, repeating the
aggregation process at the end can be obtained a global schema. This aggregation
model allows computing partial and global preferences. For example, Fig. 4a) depicts
a partial aggregation structure for the EC Functionality and Content (2.3) sub-
characteristic. The 2.3 output (0.5 weighted), produced by means of C-- operator,
together with 2.1 and 2.2 outputs, are inputs to the C- operator in order to compute the
Functionality (2) preference (do not shown in the figure).  The rectangles on the left
side of the figure contain the coded elementary preferences. For instance, the values
of 2.3.1.1.2.1 and 2.3.1.1.2.2 preferences yield the 2.3.1.1.2 output. The C-- operator
does not model mandatory requirements, i.e., a zero in one input does not produces a
zero at the output even though it punishes the outcome. The interpretation is we need
a Book's Content Description and Table of Contents simultaneously (however, in this
case, an “and” weak relationship is used). Finally, Fig. 4b) shows the final
aggregation of the characteristics coded as 1, 2, 3, and 4 respectively, to produce the
global preference. The global quality preference represents the total degree of
satisfaction of quality requirements.

246 L. Olsina, G Lafuente, and G. Rossi246 L. Olsina, G. Lafuente, and G. Rossi



E-commerce Site Evaluation: a Case Study      9

Fig. 4.  Aggregation of preferences by using the LSP Model. a) Depicts a partial aggregation
structure for the 2.3 sub-characteristic; b) Shows the final aggregation structure.

3.4 The Analysis of E-bookstore Sites

In the fourth phase, the evaluators analyze and compare the elementary, partial and
global outcomes regarding the goals and user standpoint. Partial and final values
dumped, for instance, in tables 1, and 2, and schemas as in Fig. 4, are useful sources
of information to analyze, justify, and draw conclusions about the quality of e-
bookstore sites. Besides, Fig. 5 b) represents the final ranking.

The colored quality bars at the left side of the Fig. 5b), indicate the levels of
acceptability, as previously commented. For instance, a scoring within a gray bar can
be interpreted as though improvement actions should be considered (this is the case
for the global preference of Díaz de Santos site), as long as an unsatisfactory rating
level can be interpreted as though necessary and urgent change actions must be taken.
A scoring within a green bar can be interpreted as a satisfactory quality of the artifact
as a whole. However, partial results for each high-level characteristic or sub-
characteristic could indicate some kind of improvement.

The global quality preference was satisfactory for Amazon (86.81%), B&N
(82.95%), Cúspide (75.52%), and Borders (74.86%) sites (see Fig. 5b). Díaz de
Santos site should plan improvement actions due to the marginal score (50.37%). In
the following paragraphs, we focus the discussion mainly on the Functionality factor.
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Table 2. Some results of partial and global preferences for each e-bookstore

Characteristic and Sub-characAmazon B&N Cúspide Díaz Stos Borders
1. Usability 76.16 82.62 75.93 56.09 72.87
1.1 Global Site Understandability59 70.58 70.58 53.46 66.22
1.2 Feedback and Help Features74.99 78.91 67 35.72 74.23
1.3 Interface and Aesthetic Features95.28 98.49 91.14 88.24 77.55
2. Functionality 83.15 80.12 61.69 28.64 61.45
2.1 Searching and Retrieving Issues100 100 91 42.67 72.06
2.2 Navigation and Browsing Issues70.71 69.85 73.25 64.12 51.95
2.3 E-commerce Functionality and
Content

81.99 76.53 45.81 14.42 61.55

2.3.1 Product Information 63.72 42.20 40.64 10.20 15.98
2.3.2 Purchase Features 91.76 84.84 67.72 17.11 81.92
2.3.2.1 Purchase Mode 83.80 70.64 75.80 14.40 65.25
2.3.2.1.1 On-line 100 66.21 62.57 17.18 77.87
2.3.2.2 Purchase Policies 100 100 60 20 100
2.3.3 Customer Features 100 85 20 28.08 65
2.3.4 Store Features 100 96.80 71.20 33.60 93.57
2.3.5 Promotion Policies 60 100 40 0 100
3. Reliability 99.44 99.11 90.97 78.51 91.66
4. Efficiency 96.88 74.54 90.17 86.01 90.90
4.1 Performance 100 77.75 100 99.75 99.70
4.2 Accessibility 89.74 67.26 68.79 57.08 71.60
Global Quality Preference 86.81 82.95 75.52 50.37 74.86

Fig. 5.  Scores and rankings for the five e-bookstores: a) to the Functionality characteristic; b)
to the final Quality

Regarding the Functionality characteristic, the highest score was to Amazon site
(83.15%), and the lowest to Díaz de Santos (28.64%); i.e., the quality is unsatisfactory
for this factor (see Fig 5a). For instance, Amazon and B&N sites have reached the
outstanding score of 100% in Searching and Retrieving sub-characteristic (e.g., in-site
quick and advanced searching, and level of retrieving customization and feedback
attributes). Nonetheless, Díaz de Santos site has no quick search, and the retrieving
customization and feedback mechanisms are weak (drawing a partial preference of
42.67% -see Table 2). On the other hand, the bigger differences among sites are
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observed in the EC Functionality and Content (2.3) sub-characteristic. Only Amazon,
B&N, and Borders sites show a satisfactory score of 81.99, 76.53, and 61.55%
respectively. The quality for Cúspide is below the satisfactory level (45.81%), and
Díaz de Santos site is very poor (14.42%).

The strength of Web-site QEM methodology is that by generating elemental,
partial, and global quality indicators the evaluation process can be easily analyzed,
traced, and justified, as well recommendations can be made. For example, comparing
the strongest and the weakest sites, we observe 63.72% of the preference to Amazon,
and 10.20% to Díaz de Santos, considering Product Information sub-characteristic.
Looking for the causes in Table 1, the book Basic Description (2.3.1.1.1) score was
100% to the former and 24% to the latter. Besides, Díaz de Santos has lower scores in
2.3.1.1.2.1, 2.3.1.1.2.2, and 2.3.1.1.3.1 attributes. In addition, it has neither Related
Product/Author Recommendations, nor Product Rating Availability. On the other
hand, looking at the schema in Fig. 4a), the 2.3.1.1 output (Product Description) is
produced by means of a C-- operator, which punishes low input preferences, as
previously commented.

Likewise, in the Online Purchase Mode (2.3.2.1.1), we observe tremendous
differences among both sites. Unfortunately, Díaz de Santos site has available neither
Quick Purchase, nor Checkout Security, nor Checkout Canceling Feedback  among
other needed or desirable attributes. Conversely, Amazon site has an excellent Online
Purchase preference (100%). Besides, in Table 2, the reader can observe and compare
the partial preferences for Customer Features (2.3.3), Store Features (2.3.4), and
Promotion Policies (2.3.5) sub-characteristics, among intervening e-bookstores.
Analyzing each attribute that composes these sub-characteristics, recommendations to
improvement can be made, when necessary.

Finally, considering the Efficiency characteristic, the highest score was to Amazon
(96.88%), and the lowest was to B&N (74.54%), however, all scores have fallen in
the satisfactory range. The reader can observe that four out of five sites have
surpassed the 99% in the Performance sub-characteristic. Here, we measure the Quick
Access Pages attribute [9]. With regard to the Accessibility sub-characteristic, the
highest preference was again to Amazon (89.74%). Unfortunately, one out of five
sites have implemented the Text-only Version (4.2.1.1) attribute. This capability
would be necessary because users would have total information accessibility on
pages, mainly for people with disabilities, or when speed is a drawback [13].

4 Final Remarks

As commented in the Introduction Section, there are some factors that influence
quality in use, particularly, internal and external product attributes. Nowadays, it is
widely recognized that process quality contributes to improving product quality, and
product quality contributes to improving quality in use. However, the evaluation of
the Web as a product has often been neglected in the web engineering community.
Hence, to understand, control, and improve the quality of Web-based products we
should increasingly use software engineering methods, models, techniques, and tools.
In this direction, the proposed expert-driven Web-site QEM methodology, can be a
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useful approach to assess the quality in the different phases of a Web product
lifecycle. As frequently said, if we don't know where we are standing, a map won't
help.

Specifically, in this work, we have illustrated the Web-site QEM steps, by
analyzing the state-of-the-art of the quality of five e-bookstores sites. The case study
has resulted that the state-of-the-art of the quality of typical e-bookstores sites, from a
general user standpoint, is rather high (particularly, for four out of five evaluated
sites, which surpass the lower satisfactory limit of 60%). The sites satisfied globally a
range from 50% and 87% of the specified quality requirements. However, the partial
and final results show that the wish list because of poor-designed or absent attributes,
is not empty. Each assessed site has at least a sub-characteristic in the red and/or gray
quality bar, where improvement actions should be considered. Hence, engineers and
designers have a powerful and flexible tool to redirect their efforts on the weaker
characteristics and attributes of the site. Moreover, the strengths and weaknesses can
be well understood, so, in this case, a map would help.

Finally, the proposed quantitative methodology can be used to assess diverse
application domains regarding different user viewpoints and evaluation project goals.
It should be noticed though, that the definition and the specification of quality
requirements are key activities in the evaluation process. For instance, from an EC
site developer viewpoint, some other internal and external attributes should be
considered; besides, the ISO-prescribed characteristics like Portability and
Maintainability should be taken into account. Lastly, according to our recent studies,
many attributes and sub-characteristics can be reused among different website
domains, if we consider a particular kind of user. Some others are unavoidably
domains specific. On the other hand, the precision of the assessment process can be
adjusted selecting the appropriate metrics and, ultimately, the appropriate evaluation
criteria and procedures. Moreover, the subjectivity can substantially be minimized in
the evaluation process but can not be eliminated at all.
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Appendix A: Quality Requirement Tree for E-Bookstores

1. Usability
1.1 Global Site Understandability
1.1.1 Book-domain Organization Scheme
1.1.1.1 Table of Content
1.1.1.2 Alphabetical Subject Index
1.1.2 Quality of Labeling System
1.1.3 Guided Tour for First Time Visitors
1.2 Feedback and Help Features
1.2.1 Quality of Help Features
1.2.1.1 Global Help for First Time Visitors
1.2.1.2 Specific Help
1.2.1.2.1 Search Help
1.2.1.2.2 Purchase Help
1.2.1.2.3 Check-out Help
1.2.2 Addresses Directory
1.2.2.1 E-mail Directory
1.2.2.2 TE/Fax Directory
1.2.3 Link-based Feedback
1.2.3.1 FAQ Feature
1.2.3.2 What’s New Feature
1.2.4 Form-based Feedback
1.2.4.1 Questionnaire Feature
1.2.4.2 Comments/Suggestions
1.2.4.3 Subject-Oriented Feedback
1.2.5 Miscellaneous Features
1.2.5.1 Foreign Language Support
1.3 Interface and Aesthetic Features
1.3.1 Cohesiveness by Grouping Main
Control Objects
1.3.2 Presentation Permanence and Stability
of Main Controls

1.3.2.1 Direct Controls Permanence
1.3.2.1.1 Main Controls Permanence
1.3.2.1.2 Search Control Permanence
1.3.2.1.3 Browse Permanence
1.3.2.1.4 Account Control Permanence
1.3.2.1.5 Shopping Basket Control
Permanence
1.3.2.2 Indirect Controls Permanence
1.3.2.3 Stability
1.3.3 Style Issues
1.3.3.1 Link Color Style Uniformity
1.3.3.2 Global Style Uniformity
1.3.4 Aesthetic Preference
2. Functionality
2.1 Searching and Retrieving Issues
2.1.1 Web-site Search Mechanisms
2.1.1.1 Quick Search
2.1.1.2 Advanced Search
2.1.2 Retrieve Mechanisms
2.1.2.1 Level of Retrieving Customization
2.1.2.2 Level of Retrieving Feedback
2.2 Navigation and Browsing Issues
2.2.1 Navigability
2.2.1.1 Orientation
2.2.1.1.1 Indicator of Path
2.2.1.1.2 Label of Current Position
2.2.1.2 Average of Links per Page
2.2.2 Navigational Control Objects
2.2.2.1 Presentation Permanence and Stability
of Contextual (sub-site) Controls
2.2.2.1.1 Contextual Controls Permanence
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2.2.2.1.2 Contextual Controls Stability
2.2.2.2 Level of Scrolling
2.2.2.2.1 Vertical Scrolling
2.2.2.2.2 Horizontal Scrolling
2.2.3 Navigational Prediction
2.2.3.1 Link Title (link with explanatory help)
2.2.3.2 Link Comment or Description
2.2.4 Book Browse Mechanisms
2.2.4.1 Quick Browse
2.3 E-commerce Functionality and Content
2.3.1 Product Information
2.3.1.1 Product (Book) Description
2.3.1.1.1 Basic Description
2.3.1.1.2 Book Content & Structure
2.3.1.1.2.1 Book’s Table of Contents
2.3.1.1.2.2 Content Description
2.3.1.1.3 Product Image
2.3.1.1.3.1 Image Availability
2.3.1.1.3.2 Zooming
2.3.1.2 Price Evaluation
2.3.1.2.1 Price Comparison Availability
2.3.1.3 Product Rating Availability
2.3.1.4 Related Titles /Authors
Recommendation
2.3.1.5 Catalog Download Facility
2.3.2 Purchase Features
2.3.2.1 Purchase Mode
2.3.2.1.1 On -line
2.3.2.1.1.1 Shopping Basket
2.3.2.1.1.1.1 Shopping Basket Availability
2.3.2.1.1.1.2 Continue Buying Feedback
2.3.2.1.1.1.3 Edit/Recalculate Feature
2.3.2.1.1.2 Quick Purchase  (1-click or
similar)
2.3.2.1.1.3 Check-out Features
2.3.2.1.1.3.1 Check-out Security
2.3.2.1.1.3.2 Canceling Feedback
2.3.2.1.2 Off-line
2.3.2.1.2.1 Printable Check-out Form
2.3.2.1.2.2 Fax/TE/E-mail Purchase
2.3.2.2 Purchase Policies
2.3.2.2.1 Purchase Cancellation Policy
2.3.2.2.2 Return Policy Information
2.3.2.2.3 Shipping & Handling Information
2.3.2.2.4 Payment Policy Information
2.3.2.2.5 Resent Purchase (Gift service)
2.3.3 Customer Features
2.3.3.1 E-subscriptions
2.3.3.2 Customized Recommendations   
2.3.3.3 Account Facility
2.3.3.3.1 Account Availability
2.3.3.3.2 Account Security

2.3.3.3.3 Account Configuration
2.3.3.3.3.1 Order History/Status
2.3.3.3.3.2 Account Settings
2.3.3.3.3.3 Address Book
2.3.3.4 Customer Revision of a Book
2.3.4 Store Features
2.3.4.1 Title Availability Rate
2.3.4.2 Store Ranking
2.3.4.2.1 The  Top Books
2.3.4.2.2 The Best Seller Books
2.3.5 Promotion Policies
2.3.5.1 With-sale Promotion Availability
2.3.5.2 Appetizer Promotion Availability
(Contests, Miles, etc.)
3. Site Reliability
3.1 Non-deficiency
3.1.1 Link Errors
3.1.1.1 Broken Links
3.1.1.2 Invalid Links
3.1.1.3 Unimplemented Links
3.1.2 Miscellaneous Errors or Drawbacks
3.1.2.1 Deficiencies or absent features due to
different browsers
3.1.2.2 Deficiencies or unexpected results
(e.g. non-trapped search errors, frame
problems, etc.) independent of browsers
3.1.2.3 Dead-end Web Nodes
3.1.2.4 Destination Nodes under
Construction
4. Efficiency
4.1 Performance
4.1.1 Quick Pages
4.2 Accessibility
4.2.1 Information Accessibility
4.2.1.1 Support for text-only version
4.2.1.2 Readability by deactivating Browser
Image Feature
4.2.1.2.1 Image Title
4.2.1.2.2 Global Readability
4.2.2 Window Accessibility
4.2.2.1 Number of panes regarding frames
4.2.2.2 Version without frames
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Abstract. Loyalty program is a marketing effort by the merchant to keep
customers loyal to their stores. It tries to keep track of the purchasing-behavior
of a customer by recording customer’s purchase information, including his
credit card number, as a key identifier to the customer. While it may benefit the
customer, the drawback is that the privacy of the customer is intruded. If the
customer is using an anonymous payment system such as electronic cash /
digital coins, his privacy is protected, but he will not get any benefit from the
loyalty program which tries to record his payment information. This paper
suggests several solutions to solve merchant’s need to gather statistical data
from customer’s purchasing behavior versus customer’s need for privacy.
Among the solutions, we present the idea of blindly signed pseudo digital
certificates, which satisfies our requirement for a loyalty program scheme with
an anonymous payment system.

1 Introduction

A recent article by Barefoot [1] explicitly mentioned a real world problem, where
banks and merchants are gathering information on customer’s purchases. Although
the reason for mining the sales data is to provide better customer service such in
loyalty programs, the drawback is that the privacy of the customer is intruded.

Of course, if the customer is using an anonymous payment system, which the
identity of the customer is concealed, his privacy is guaranteed. However, the
customer will loose the benefit of the extra customer service offered by the merchant,
since the merchant will not be able to track down the purchasing-behavior of each
customer.

In this paper, we propose several methods to allow a merchant to keep track of its
customer purchasing-behavior, even if the customer uses an anonymous payment
system such as electronic cash. Thus, the seemingly two conflicting interests, which
are customer’s privacy versus merchant’s need to gather statistical data from
customer’s behavior, can be resolved.

We begin by describing loyalty program, or some call it ‘customer retention
program’, in section 2, along with its importance. We also examine how merchant can
gather the needed information for loyalty program. In section 3, we take a detour to
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illustrate various anonymous payment systems along with its motivations. At this
point, we will see incompatibility to use anonymous payment system with a loyalty
program. Section 4 digs deeper in our apparent problem and then formally defines the
basic problem. Section 5 shares our preliminary thoughts and describes detailed
requirements. In section 6, we discuss several plausible solutions to the requirement
and therefore answer the basic problem. Finally, we end our discussion with the
conclusion.

2 Loyalty Program

2.1 Definitions and Importance

Sharp and Sharp define loyalty programs as structured marketing efforts that reward,
and therefore encourage, loyal behavior (of the customer), for the benefit of the
merchant [26]. Another term for loyalty program is customer retention program,
which Harris defines as a continuous attempt to satisfy and keep current customers
actively involved in conducting business [13].

The objective of a customer loyalty program is to keep existing customer and to
increase their repeat-purchase loyalty, in contrast to other marketing activities on
winning new customers. The loyalty program tries to minimize the chance the
customers would switch to another competing products or services. Bolton, Kannan,
and Bramlett study on credit card loyalty program [2], showed that the existing
customer in a loyalty program are less sensitive to some issues which others might
consider important, such as a low quality rating of customer’s current credit card
company, or if the billing scheme is not the best among the credit card companies.
One possible reason was probably they perceive that they are getting better quality
and service for the price or, in other words, good value.

Intimate and interpersonal relationship between salesperson and the customer is a
very important aspect in customer loyalty. The salesperson must have an
understanding of each customer’s needs. As shown by Macintosh and Lockshin in
their study on retail relationship and store loyalty [18], customer’s trust and
commitment to the salesperson are directly linked with purchase intention. Without
interpersonal salesperson relationship, store loyalty is influenced only by customer’s
trust in the store. Therefore, knowing exactly what each customer wants - as
apparently done by a good salesperson - is an important factor in customer loyalty to
the merchant. The argument complement Harris’ argument that a well-developed
loyalty program plan should create an environment which current customers’ needs
are met and new needs are explored [13].

The financial importance of loyalty program was underlined by Pearson in [23],
since loyalty program gives something of guarantee of future earnings. Even if current
earnings are high, a low level of customer loyalty means that future earnings may be
at risk.
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2.2 Mining Data for Loyalty Program

Among several methods to obtain information of existing customers’ needs, one of
them is by ‘mining’ the historical point of sales data. It must be noted here that there
are several ways to look at the data. The merchant may want to observe the buying
pattern for a typical single purchase. For example, the merchant may want to know
when customers buy a box of cereal, what are the other products bought along with it.
It may find out that for nearly every cereal purchased, many customers also bought
fresh milk.

Alternatively, the merchant can gather the shopping pattern of each particular
customer from time to time, and can intelligently give specific suggestions to a
particular customer, depending on his previous purchasing-behavior. For example, if a
particular customer buys cereals regularly, the merchant may offer a discount prices
for cereals, or suggest a brand new cereal for the customer to try. The merchant can
also suggest which cereal is the best buy and suggest other microwave breakfast foods
for complement. The merchant may choose not to offer these suggestions to a
customer who rarely buys cereals or any breakfast foods, since the person may
usually have a brunch at 10.30 AM.

Bolton, Kannan, and Bramlett research on loyalty programs by credit card
companies [2] is another good example for us. They observe that the loyalty
programs, allow the credit card companies to observe the purchasing pattern of each
cardholder. In the loyalty program, members can accumulate points with each dollar
transacted with their credit card. Those points are later redeemable for a wide variety
of goods and services such as air certificates, car rental, vacation options, and retail
gifts. It is worth to note, that even some of these credit card companies charge about
US$40 to a customer who wants to join the loyalty program.

From the merchant’s point of view, using credit card number as the key
identification for each customer in a loyalty program seems natural. Firstly, the
merchant does not need to ask every customer to participate in the loyalty program. It
merely records every credit card transaction. It is a very convenient way to
automatically enable loyalty program. As a matter of fact, many credit card
companies have partnerships with merchants. Secondly, credit card is a very popular
payment method, but every payment transaction is traceable. Which means, we can
identify who made certain purchases. If the merchant has partnership with an issuing
credit card company, it can even gather more valuable information about the
customers. Debit cards, now gaining wide acceptance, also has the same properties as
credit cards, in which every transaction is traceable.

In contrast, untraceable payment like cash payments would not allow the merchant
to keep track which customer made certain purchases. We can also say that cash
payments are one form of anonymous payment system.
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3 Anonymous Payment System Revisited

3.1 Motivations for Anonymity

In [5], Chaum argues that untraceable payment is very important, since it will protect
the privacy of the payer (customer). Third parties, such as merchants or service
companies, can keep track of the behavior of their customers, if the customers use
some sort of a traceable payment system such as credit card, check, or debit card.
Furthermore, all of these payment records can be linked so that they constitute in
effect a single dossier on a customer’s life [6]. The customer may wish that his
personal lifestyle, whereabouts and associations remain private.

Apparently, Chaum’s advocacy in anonymous payment system was supported by a
more recent survey by GVU WWW Surveying Team, Georgia Institute of
Technology [12]. The survey revealed that just over half of respondents agree that
they prefer anonymous payment systems (51%), a quarter are neutral (25%). In
general, people prefer an anonymous payment system or they have no preference, few
actually prefer a user-identified system. Either people who already know, or who have
just been told what an anonymous payment is, both have similar opinions, in that
most prefer anonymous payment.

3.2 Two Aspects of Anonymity

In our paper, we are interested in two aspects of anonymity. The first aspect, as we
mentioned before, is untraceability , in which the privacy of the user is protected, such
that no one can trace the relation between a customer and his purchases. The identity
of the payer (customer) in a particular payment cannot even be traced although the
merchant colludes with the issuing financial institution (such as bank).

We are also concerned about the aspect of unlinkability of an anonymous payment
system. According to Tsiounis’ definition in his paper about anonymous digital coins
[27], unlinkability is the property in which given a set of coins (or in our case, a set of
payments), one cannot identify whether those coins (payments) came from the same
customer account or not. Tsiounis continued to argue that if several payments are
linkable (although anonymous), identification can be performed by conventional
means, such as correlating payment’s locality, time, size, type, frequency, or by
finding a single payment in which the user identified himself.

The first breed of proposed anonymous payment systems were electronic cash.
Untraceability is a universal feature of electronic cash. Some called it digital coins,
since in the real world, payment with coins are really untraceable.

However, when it comes to the unlinkability issue, several proposed digital coins
are unlinkable [4, 3, 10, 17, 27], but others are actually linkable digital coins [9, 21,
22, 24, 29]. Some of the linkable digital coin authors proposed to ‘rotate’ several
digital coin ‘licenses’ to obtain pseudo-unlinkability. Note that some unlinkable
digital coins protocols can be modified to be spendable n-times, but it will make all
the payments done using a single digital coin and its ‘children’ be linkable [3, 11].

The idea of anonymous electronic cash also lead to the development of other
anonymous payment systems, such as anonymous check (which is actually an
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extension of e-cash protocols), anonymous credit card protocols [16] and anonymous
bank account [8].

From the discussion above, it is clear that any anonymous payment system must
have untraceability as its properties, but not all anonymous payment systems have
unlinkability as one of their properties.

4 Problem Statement

At this point, we can notice the apparent conflicting interest. Banks or merchants want
to gather statistical data of customers’ behavior from customer’s payment
information, but customers may want to use an anonymous payment system.

Before we formalize our problem, let us try to comprehend a closely related real
world problem. Barefoot in [1] stated that the current issue is how the banks (or in our
context, credit card companies) will be able to safeguard customer privacy
completely, without undermining the most exciting innovations in banking. She
argued that there are at least four focal points of privacy intrusion risk:

1. information transmitted over the Internet;
2. third-party relationships (such as partnership with merchants);
3. computerized credit scoring; and
4. data mining and customer relationship management (e.g. loyalty program).

She gave an example of Amazon.com, the largest Internet book store in the world:
“After months of glowing publicity regarding its trailblazing role and progress in bringing
happy consumers into e-commerce, Amazon found itself attacked for compiling and
disclosing data on customer reading habits. To the embarrassment of some parties, it
publicly listed the books most frequently purchased by certain affinity groups, including the
employees of specific companies. One well-known company's best seller was a book critical
of its CEO, while another large firm's employees seemed quite interested in reading about
sex. Amazon's assurance that the lists were disclosed in the spirit of “fun” did not dispel the
unease of critics, some of whom had never realized that their own purchase information
might be tracked and used.” [1]

While her example may not perfectly exemplify our discussion (we are interested
in the behavior of a particular customer, not a group of customers), it may well
illustrate what we should be aware of. Please be reminded that Amazon may actually
try to give better customer service, but it does so by intruding the privacy of its
customers.

To worsen things, even some of the merchants know exactly the amount of pre-
approved credit the customers have [14], especially those who have partnership with
credit card companies.

We also noticed that many e-commerce websites now require the customers to
register their credit card information and their proper address, or else they will not
deliver the goods. From a practical point of view, this security measure to prevent
credit card fraud and misuse seems acceptable. But there is no guarantee that the
merchant is not going to make use of customers’ credit card information to track
customers purchasing-behavior.
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Barefoot’s approach to solve the problem was apparently more legalistic, rather
than technical. She suggested the banks and the merchants should be ready to comply
with the newly proposed act, which let the customers exclude their records from
internal usage and external sharing arrangements, including third parties. She also
suggested that voluntary privacy protection steps should be taken and privacy
consciousness must become ingrained in the banking culture.

If the merchant used to gather credit card numbers (or any other traceable payment
method) as the key identifier of each customer, then the merchant can use this key to
gather more statistical information on its customers. But because of the inherent
problem of traceability of those payment systems, eventually some of the customers
may prefer to use anonymous payment system to protect their privacy. However, the
merchant will loose valuable marketing information.

Now we formally define our problem.

Problem. Given a set of customers who are using anonymous payment system, devise
solution(s), to let the merchant still be able to keep track of the purchasing-behavior
of each customer.

5 Basic Idea and Detailed Requirements

Since we were doing research in anonymous digital coins, we originally thought of
making the digital coins inherently support loyalty programs. Apparently, since a
typical payment consist of multiple coins, we thought that it would be a lot easier if
we can mint another ‘coin’ with an encrypted identity on it. Then we shall prove that
the coin with the encrypted identity is in the same group as the other coins.

It came out that the coin with an encrypted identity, is crucial in our study. The
coin with the encrypted identity was minted nearly the same way as the other coins
using a certain blind signature protocol, but without any nominal value. We reduce
the digital coin with an encrypted identity ‘problem’, simply into a signed pseudo
identity, which may be created using a blind signature protocol. Signed pseudo
identity implies that the pseudo identity should be trusted. Therefore, our main
solution relies on the use of blindly signed pseudo digital certificates or digital
unforgeable pseudonyms, among other solutions to consider. Take note that three out
of four suggested solutions actually rely on the use of another ‘authenticated token’,
external to the payment itself.

A pseudonym is defined as:
“person’s name that is not his real name, especially one used by an author, a pen-name”
[15]

Of course in our context, the individual is not a book author or pen-pal, but a
customer.

Now let us formally define the requirement of the proposed protocol to answer the
stated problem above.

Requirements. The proposed solution, should have these following properties:
1. The protocol should allow merchant (payee) to link several payments made in

different places and time to a particular customer (payer).

258 A. M. Wibowo, K.Y. Lam, and G.S.H. Tan



2. The protocol should conceal the true identity of the customer even if the
merchant colludes with financial institution responsible for the payment system
(i.e., the bank).

3. A pseudonym for a particular customer cannot be used by another customer. A
pseudonym is unique for each customer. In another word, the pseudonym is
unforgeable.

4. A pseudonym is produced by the customer to the merchant, only under
customer’s will. It also means that the merchant would not be able to extract the
pseudonym without customer’s consent.

5. The protocol should be able to be mounted on any anonymous payment system,
including anonymous check, anonymous credit card and anonymous account.

6. A pseudonym may only be used after the customer’s true identity has been
verified/authenticated by the merchant. The customer then creates his own
pseudonym, such that any other party cannot link the pseudonym to the true
identity. For example, a credit card company with its merchant partners may
only let a customer be a member in their loyalty program, only if the customer
show his credentials or has already been registered before.

7. To give some sort of flexibility, ideally, the protocol should be able to be
implemented with several different kinds of cryptographic primitives.

Please note that in our discussion, we limit our focus and concern to the customer
authentication protocol. Therefore, we leave other security issues such as transmission
privacy as another problem.

6 Solutions

There are different solutions to the basic problem previously stated, but not all of
these solutions address all of the formal requirements mentioned.

6.1 Cookies

Cookies are a standard mechanism that allows a website (or server) to deliver simple
data to a client (end user); request that the client store the information; and, in certain
circumstances, return the information to the website [20]. Cookies are a way of
storing persistent client data so that a website can maintain information on a user
across HTTP stateless connections.

Using cookies is a simple and practical way to resolve our problem. At the simplest
model, the merchant web server merely checks whether the customer (client) already
has a cookie or not. If not, then the merchant server creates a cookie for the customer
in the client’s computer hard disk. The merchant then stores the customer profile in
the cookies, including his ‘purchasing-behavior’. Whenever the merchant needs to get
the customer profiles, it merely gets the information from the cookie.

To a certain degree, cookies are quite secure. Its specification defines that only the
website that creates the cookie can retrieve it back again, so other websites cannot

259Loyalty Program Scheme for Anonymous Payment Systems



peek at another cookie which was not theirs [28]. To enable server authentication and
communication privacy, it may even optionally use SSL.

It has several drawbacks, though. If the client computer is shared for several users,
and the operating system inherently has a low level security, such as Microsoft
Windows 95/98, other users can see other user’s cookies. In addition, cookies are not
stored encrypted. They are just ordinary, editable, text files. If the customer
authentication scheme is not well design, a customer can pretend to be another
customer.

For some web applications, using cookies is probably sufficient. It definitely meets
the first and fifth requirement. Its basic design does not rely on cryptographic
protocols (other than SSL), so the seventh requirement is not applicable. Basically the
client does not control the cookies (there exist applications to let users manually
control cookies), so the fourth and the sixth requirement are generally not met.
Depending on the application, the second requirement may or may not be met.
Moreover, without proper security support from the operating system or the browser,
the third requirement may not be achievable.

We must underline that cookie’s basic security pretty much relies on a non-
cryptographic HTTP specification. For some other applications, using cookies is not
possible or just not sufficient, especially non-Web applications and those that
demands much stronger cryptographic client authentication scheme.

6.2 Pseudo Digital (Public-Key) Certificates

Digital certificate, or to be more precise public-key certificate, is a vehicle by which
public key may be stored, distributed or forwarded over unsecure media without the
danger of manipulation [19]. Digital certificates are commonly used as a digital
identification or authentication means over an unsecure public network such as the
Internet. In general, it helps to tell us that the person named ‘Alice’ over the network
is really Alice as we know her. As its name implies, public-key digital certificates
employ a certain asymmetric cryptographic algorithm such as RSA, El-Gamal, DSA,
etc.

To create a digital certificate, initially an entity generates his public-key pairs. He
keeps his private key secret, then sends his public key along with his personal
information to a certificate authority (CA). The CA then creates the digital certificate
by signing the public key and necessary information with CA’s private key. In its very
basic form, a certificate is only a public key signed by a CA. However, usually it also
contains other necessary information such as entity’s personal information/address,
expiry date, serial number, algorithm used, policies, etc. Any other entity who wants
to verify the validity of the certificate needs to have CA’s public key. A challenge-
and-response protocol is usually employed to authenticate entities holding the digital
certificates. Readers are encouraged to read more on public-key cryptography and
digital certificates in [19, 25].

Digital certificates may have different ‘authenticity’ levels. Class 1 certificates are
the least authentic digital certificates. Higher class-number generally denotes higher
certificate authenticity. Class 1 digital certificates, are created by the CA without
verifying the identity of the entity that requested the certificate. The only security
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measure is forcing the entity to enter his e-mail address at registration, since usually
the client will receive his requested certificate from an e-mail from the CA. However,
with this type of digital certificates, Alice can pretend to be Bob, by submitting Bob’s
name, his personal information and her (newly created) e-mail address
honestlyiambob@e-mail.com  to the CA at registration.

The process of obtaining higher authenticity digital certificates, such as the ones
that are used for commercial web servers, is a lot more complicated. Obtaining the
highest quality certificates requires the entity to register at the CA office in person to
produce their original documents to support their authenticity. With this kind of
digital certificates, the CA guarantees that a certificate with the name XYZ Co. Ltd.,
New York, USA, is really the XYZ Co. Ltd. which operated in New York, in the
United States. The CA usually offers some insurance just in case the high authenticity
digital certificate is misused.

In our discussion, we are particularly interested with the least authentic kind of
digital certificates, such as (but not necessarily) class 1 digital certificates. It actually
lets someone (e.g., a customer) declare his own pseudonym by letting him decide by
what name shall he be known, which is fortunately unforgeable (by the definition of a
digital certificate).

Our point is, therefore, if the CA does not examine the validity of the entity’s
(customer’s) personal identity, the issued digital certificate is actually an unforgeable
pseudo digital identity. This pseudo digital certificates actually complies to all of our
requirements, except the sixth requirement, since the merchant never had a chance to
verify the true identity of the customer. Nevertheless, for most applications that do not
require the true identity of the customer to be known prior to gathering data, definitely
this scheme solves our problem.

6.3 Linkable Anonymous Payment Systems

As we have previously mentioned, there are several anonymous but linkable payment
systems. In general, these linkable digital coin protocols try to speed up the minting
process and minimize storage requirements. Many of them do so by letting the user
(customer) have an electronic anonymous ‘license’ to mint a series of coins. The
license acts like a ‘head’ or ‘root’ of a graph of coins, extendible ‘on the fly’ to the
children.

If we were to use linkable anonymous payment system for the sake of the loyalty
program, ideally the customer should use one license for all payments in each
particular merchant. Therefore, the merchant can still keep track of purchasing-
behavior of each particular customer, although each of them is only known by its
anonymous license.

Since in several payment protocols the license is limited to a certain amount of
money, each license automatically expires when it has used all of its license to use
that certain amount of money. In this case, the relation between an anonymous
customer with his identity may not be persistent. In another words, the first
requirement cannot be achieved permanently. However, there is a way to tackle this
difficulty. If the customer is using his subsequent license (as the old license expires),
customer merely proves in front of the merchant, that he can ‘open’ digital coins
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derived from both licenses. Of course if the old license has expired, the merchant
should not accept the coins derived from the old license. The merchant will be
required to keep track of the licenses that each customer used.

The second requirement is met, because basically the license is a blinded
identification signed by the issuer (bank). The third requirement is also achieved. The
forth requirement is not met, because the customer implicitly shows his pseudo
identity (the license) to the merchant at payment phase. In addition, since this method
uses the inherent properties in the payment system, it cannot be used in another
payment method (fifth requirement). The sixth requirement cannot be achieved
because the merchant may not be able to authenticate the true identity of the customer
using the linkable digital coins. Finally, it generally cannot use other cryptographic
algorithms other than the one used in the payment protocol (seventh requirement).

6.4 Blindly Signed Pseudo Digital Certificates

The basic idea of this solution is to use a blindly signed pseudo digital certificate as
the pseudonym for each customer. Note that this solution is very much the same as
our previously described (least authentic) pseudo digital certificate. Except now, the
merchant (or any other trusted party, such as the bank or the credit card company) can
verify the true identity of the customer, before the customer request a certificate to the
trusted party. Signing blindly, implies that the signer (trusted party) do not have any
knowledge whatsoever of the signed message, at anytime (prior, after or at the
moment of signing).

Here we sketch how it works:

Setup phase:
1. A trusted party T (it can be the bank or the merchant itself) authenticates the

customer in some certain way, such as using digital certificates, or other
physical proof. This step is very important to correctly identify the customer,
since not everyone is allowed to the loyalty program. Please be reminded, if the
protocol is conducted over unsecure public network, then the exchanged
messages in following steps must be signed to protect integrity and authenticity.

2. The customer generates a pair of public and private keys. The customer keeps
the private key secret.

3. The customer blinds his public key and executes a blind signature protocol to let
T blindly sign his public key. Both customer and T perform necessary steps in
the agreed blind signature protocol.

4. At the end of the protocol, the customer will obtain a signature of T on his
public key key (i.e., the blindly signed pseudo digital certificate), without T ever
knowing his public key.

After executing the setup phase protocol, the customer receives a signed public key
(a digital certificate). But since the key was blinded when the trusted party T signed it,
T cannot correctly correlate the signed public key to a particular setup phase
transcript. Because no one is able to link a particular setup phase transcript to a
particular blindly signed digital certificate, it also mean that no one can link a blindly

262 A. M. Wibowo, K.Y. Lam, and G.S.H. Tan



signed digital certificate to a true identity. It is actually this property which satisfies
the sixth requirement.

The authentication process is just a digital certificate verification and
authentication.

Authentication on payment phase:
1. Before a customer pays, the merchant asks the customer to present his blindly

signed pseudo digital certificate.
2. The customer complies by sending the blindly signed pseudo digital certificate

to the merchant.
3. The merchant verifies the validity of the public key in the certificate by using

the appropriate verification process, depending on the algorithm used. The
merchant will accept if the signature in the certificate is valid. The merchant
sends back a challenge to the customer to prove his pseudo authenticity.

4. The customer complies by sending an appropriate response to the merchant.
Refer to [19, 25] for more information on authentication process using digital
certificates.

5. After verifying the response, the merchant tells the customer that the merchant
is ready to accept the payment.

6. The customer pays.
7. Merchant records the blindly signed pseudo digital certificate (or just the public

key) along with the purchase information, as data source for the loyalty
program.

Optionally, the authentication process can be done before the customer browses the
shop, so the merchant can offer suggestions while the customer shops.

The solution satisfies all of our seven requirements. If the customer keeps using
just one blindly signed pseudo digital certificate, the merchant can link his payments
to his ‘blinded identity’, so the first requirement is met. The ‘blinded identity’ implies
that the true identity of the customer is shrouded, so the second requirement is met.
Since only the rightful holder of the corresponding private key can comply to a
challenge-and-response authentication process, the third requirement is met. The
solution also meets the fourth requirement, since the customer may not choose to use
his blindly signed digital certificate if he does not want his behavior be tracked. The
fifth requirement is also addressed, because it is basically an authentication token
outside the payment protocol. The sixth requirement is met by the blind signature
process in the setup phase. And since the signing process can use several kind of blind
signature protocols, it may be implemented with different primitive cryptographic
algorithms.

To prevent several merchants cooperating together to monitor the behavior of a
customer, the customer should create multiple blindly signed pseudo digital
certificate, one for each merchant, by executing the setup phase several times.
Alternatively, the customer may also use the same blindly signed digital certificate for
several merchants, which have integrated loyalty program for added benefit.

Several variants of blind signature protocols based on RSA [5] and discrete log in
[7] can be used to create blindly signed digital certificates. Note that the customer,
may also include a pseudonym of his own choice along with the public key, before
those information is blinded at setup phase.
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7 Conclusions

We have shown in this paper that it is possible for the merchant to conduct a customer
loyalty program although the customers are using an anonymous payment system.
Several solutions exist, such as using cookies, least authentic type of digital
certificates (pseudo digital certificates), linkable anonymous payment system, and
blindly signed pseudo digital certificates. Amongst those solutions, the blindly signed
pseudo digital certificates satisfies all of our requirements and is the most versatile
one.

Three of the solutions basically rely on an additional ‘authentication token’, which
might be considered ‘external’ or not inherent in the payment protocol. Despite
several requirements which are not addressed, the solution to use linkable anonymous
payments still makes use of the inherent design of the payment protocol itself.

We also acknowledge several limitations. One of the most obvious limitations is
that the merchants still do not have the ability to gather maximum information it can
get, such as customer’s mailing address. Of course, the customers can fill those
information, only if they are willing to do so and know the consequences. The second
limitation is, especially with the blindly signed pseudo digital certificate, that these
solution may require the customer to willingly join the loyalty program. From a
practical point of view, probably the setup can be awkward for the customers, if not
well designed. On the other hand, this limitation may also be an advantage, since law
in several states may prohibit merchants to observe the customers’ behavior without
customers’ consent.

It should also be noted that mining historical point of sale data is not the only way
to gather information for loyalty program. Other possibilities exist as well, such as
conducting survey, or asking the customers to fill in complain forms or registration
forms.
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Abstract. We discuss the advantages and disadvantages of OpenSource
e-commerce software from the perspective of a company wanting to be
present on the World Wide Web. The OpenSource movement, its license
model and its development model are explained. The functionality of
commercial e-commerce solutions and OpenSource e-commerce solutions
are compared. Security issues are discussed. An approach to customizing
an e-commerce solution taken by consultants is described. After that
the total cost of ownership of e-commerce software is analyzed and a
conclusion is drawn.

1 OpenSource

The OpenSource movement has become increasingly popular within the com-
puter industry lately. Projects like Linux, a free UNIX like operating system
and Apache, the most often used WWW server on the net, have proven that
OpenSource projects can be real competitors to conventional commercial prod-
ucts.

The word “OpenSource,” which is today a registered trademark, is com-
parably new. The roots of the movement go back to the FSF (Free Software
Foundation) and their very popular GNU [Stallmann 98] (GNU is not Unix)
project. The goal of the FSF was to develop free software. The meaning of free
does not mean “at no cost.” It means that everybody has the freedom to take
the software, improve it and share the results with others.

The FSF published two very popular licenses, the GPL [FSF 89] and the
LGPL [FSF 89a]. The task of these licenses is to ensure that the code stays free
and that no developer can be sued for damage done by the software. This shows
the first big difference to commercial software. There is no company which can
offer a support contract and is liable.

However, to be able to discuss the use of OpenSource software for the e-
commerce business, one needs to clarify what OpenSource really is. We will
focus on three different aspects:
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2

1. OpenSource licenses
2. The OpenSource development model
3. OpenSource as a business model

1.1 Open Source licenses

Whether a license may call itself an OpenSource license or not depends on certain
criteria which can be found at [Perens 97]. The license says nothing about the
development model, which means the way software is developed nor does it
directly imply any kind of a business model. The most important issues of the
licenses are:

– Everybody is able to read, modify and redistribute the software.
– The license may not discriminate against anybody.
– Changes made to free software must be made available to the community.

For companies which intend to base their development on existing free software,
the last topic is very important. It means that every extension or addition made
to free software is in turn free. That makes it for example impossible sometimes
to combine free software with commercial software modules or modules which
are licensed from a third party under a different license.

The details depend on the license chosen by the developers. The most com-
mon license, the GPL (GNU general public license) is very strict when it comes
to the question of to what extent free software can be mixed with non–free mod-
ules. The LGPL (GNU library general public license) is less strict and can be
used in combination with non–free software, while modifications to LGPL code
still have to be freely available.

That means if a company wants to develop new E-commerce software and
has to decide whether it uses existing OpenSource technology or not, then an in-
tensive study of the licenses is needed. The project management has to evaluate
whether technology from third parties is required and whether licenses allow to
combine them with the free software. And the managers have to decide whether
they want to publish their code or whether or not they can unleash the technol-
ogy which is put in the project.

1.2 OpenSource development model

Software development models are still an interesting research topic in computer
sciences. A bad development model can make software expensive to develop and
maintain, having great impact on the quality of the code and release schedules.

The OpenSource development model [Raymond 99] has shown that it can
produce high quality software. Apache [Apache] and Linux (see
http://www.kernel.org) have proven to be more reliable and secure than com-
peting products from well–known companies. This success made professionals
look at the way OpenSource software is developed in the hope of finding a rev-
olutionary new way of writing software.
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However, it is often ignored that there is a lot of free software which has
very low quality, especially with regard to usability and documentation or that
is never completed.

Even well known and very successful projects like Linux and KDE are known
to be released long after the original time schedule which can be disastrous for a
commercial project, since a delay of the release date can cost enormous amounts
of money.

We claim that the OpenSource development model is not deterministic enough
to be used in a commercial project. It works too much like the kind of evolution
we know from nature. Many people work on heaps of projects trying all kinds
of more or less genuine ideas, and finally they often come up with an excellent
piece of software. However, it is not predictable when this is going to happen
and how the result will look. No investor will put money in a project that claims
to produce some excellent software but is unable to say when it will be finished
and how it should finally look.

Another idea people often have about OpenSource is that one only needs to
publish some source code and hundreds of free developers may help to improve
it. An example is the Mozilla (see http://www.mozilla.org) project. The goal of
this project is to write a free WWW browser based on the sources of the well
known Netscape Navigator. While the project is still alive it makes progress at
very low speed and has not managed to get many developers working on it.

1.3 OpenSource Business Model

As we have shown above, the licenses and the development model used by the
community of free developers is only seldom interesting for commercial devel-
opers. So the question arises whether one can make money with OpenSource at
all.

One answer is that companies usually do not make money by developing free
software. If a company releases some of its source code under an OpenSource
license then it is because they do not intend to make money with the software
itself. For example, SGI puts some of its technology in Linux to finally get a
good operating system for their server hardware. They make money with the
hardware, not with the software. Another example is IBM. Big Blue actively
supports the Apache project. They in turn do not make money by selling the
Apache, since everybody can download the software for free. Instead, they earn
money with consulting and service contracts, which is financially even more
interesting then just selling software licenses.

Another reason for releasing software under an OpenSource license may be to
increase the level of awareness. A small software company may quickly become
well known all over the Web, in case they release an OpenSource software in a
field where there is a large demand for the software.

An example of companies that make money by selling OpenSource software
are Linux distributors like SuSE, Red Hat, Caldera and Corel. In fact they do
not get money for software licenses, but they get their money for putting the
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software on CD-ROM, writing documentation and making it easy to install and
configure. Other possible business models are presented at [OpenSource.org].

We conclude that a company which intends to develop its own e-commerce
software would rather decide not to give the source code to the public. But often
it is not necessary to develop new software. Using existing open source software
to build an e-commerce business seems to be very attractive for multiple reasons:

– The software does not cost anything.
– OpenSource software has proven that it can be of excellent quality.
– If the project is still maintained or has a big user base, then there is a good

chance that reported bugs or problems can be solved very quickly.
– Since the source code is available, it is possible to fix bugs or tailor the

software for special needs.
– The availability of the source code allows one to port the software to other

hardware platforms.

Whether the initial costs of a software is important or not depends on the size
of the e-commerce shop. Big shops with thousands of customers a day spend
much money on maintaining existing software and on increasing availability and
robustness of the system. Compared to that license costs are often negligible.
For small, new companies, instead, it makes a big difference whether they can
get the software for free or not.

Two of the most important topics are security and reliability. Commercial
WWW servers like the Microsoft IIS server are known for their security prob-
lems (see http://www.eeye.com/html/advisories/AD19990608-3.html). Hackers
always find some way to lock or crash the server, and in some cases they manage
to get confidential data like credit card numbers or a list of customers. The free
Apache server, in contrast, is known to be one of the most reliable servers on the
market. The same applies to the Linux operating system. Their advantage is not
only that they have a lower number of bugs. If an error shows up, developers are
extremely fast in releasing a patch that solves the problem. Commercial compa-
nies are often either slow in fixing bugs or they want to sell expensive support
contracts.

We believe that standard OpenSource software is often the better choice since
it is more secure and reliable. However, by default that only applies to software
that is used by many users already. If only a few people are using the software,
then it is much less likely that an error becomes quickly detected and fixed. That
means: The more popular a free project is, the better the support becomes, and
the shorter the time between error detection and the release of a patch.

Sometimes a software package needs to be tailored for special needs. With
closed source software that is very limited, since one can only configure the
things which the developers made configurable. For more sophisticated changes
one needs to modify the source code. Companies often do not ship their source
code to their customers. One reason is that they fear that the code may be
stolen. And usually the companies do not want to support hacked versions of
their software since they do not want to fix bugs introduced into the code by the
customer.
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Another problem when setting up a computer system is finding the correct
combination of software and hardware. If a commercial company does not sup-
port a certain hardware architecture, then it is unlikely that they will do so
because a single customers demands it. OpenSource software can be adapted
and recompiled on new hardware much more easily. Usually free developers have
already made the software compile on a wide range of hardware ranging from
Intel machines to big IBM, HP or Sun servers.

When the e-commerce shop grows, then it might be necessary to buy new
hardware in order to handle more transactions. That often means exchanging the
hardware platform for example from an Intel based system to a big UNIX server.
In this case the system administrators just need to recompile the software. If the
provider of a commercial software package does not support the new hardware
platform, then there is little hope. This is especially a problem when the software
used to run on Windows NT or Windows 2000 since these operating systems only
work on Intel. Not every software vendor can offer a version that runs on big
UNIX servers.

Large amounts of free software are written for UNIX operating systems. Using
a UNIX based system makes sure that scalability is easier to achieve since the
same software can usually be compiled on cheap Intel servers and very powerful
servers with only a few modifications. That means an e–commerce shop can start
with some cheap Intel servers running Linux, and later they can easily switch to
more expensive but more powerful hardware while still using the same software.

To sum up: There is no general answer to the question whether one should
choose OpenSource software over closed source software when building an e-
commerce business. It depends on the special needs and on the concrete software
packages available on the market. In the following paragraphs we will compare
software packages from both worlds – closed source and OpenSource.

2 Attributes of E-Commerce Software

The success of a real (non–virtual) shop is, for instance, affected by its physical
conditions, rental payments or its attractiveness to potential customers. Compa-
nies that want to start a virtual business on the Internet must pay attention to
almost the same attributes. The quality of an e-commerce software can be the
decisive factor whether a webshop is efficient and successful or not. E-commerce
software provides the user with many different functionalities. The importance
of these features for the user depends on how intensively one wants to use the
Internet as a distribution channel.

Every shop consists of a storefront and the back office[Ludewig 99]. The
storefront consists of all that customers see. To that belong different features that
make shopping easier and more pleasurable for the customer, like a categorized
array of products, a shopping cart or various payment types. Different ways to
customize the shop allow the shopkeeper to adapt the shop’s layout and look to
his or her desires or the corporate design to stand out among the competitors.
Better shops provide one with advanced features like marketing functionalities
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(e.g. cross selling facilities), multilinguality, the use of different regional settings
(languages, dimensions, currencies, date and time), to create statistics, inventory
tracking and shipping tools, which calculate shipping by using a per item price
or by weight and destination.

The back office consists primarily of customer data files and the inventory
control system [Ludewig 99]. Some shops have an integrated database for this
purpos or offer interfaces to connect with existing systems. Furthermore the shop
system should be compatible with the operating system used[Ludewig 99].

2.1 Interfaces to Inventory Control Systems

The complex structures and operations of commercial enterprises are supported
by electronic inventory control systems. Computer–supported inventory tracking
control in commercial enterprises means the exact collection of quantities and
values of sale of goods, storage and disposition/booking. Furthermore the system
provides one with information for financial accounting, inventory support and
management information [Scheer 90, p.226 ].

Due to the needs of different enterprises, these inventory control systems often
are developed or individually customized. This is the reason why these systems
often differ much from standard solutions and why they become inflexible.

The success of an e-commerce installation depends on how integrated it is
with other in–house applications and how strong the business process becomes
supported by the whole IT environment [Albers et al. 99, p.157].

If interconnecting both systems is not possible, the enterprise must change
to another inventory control system if it wishes to optimize its business process
and not to enter orders manually in the old system. This change leads to high
expenditures and wastes personnel resources.

By connecting a webshop to an inventory control system customers may
verify availibility of items. Orders are processed immediately by the system and
the sold item subtracted from the inventory. In this way customers always receive
current information. Some systems provide tools for customers to check the
status of orders and for the business to process and check the status of payment.

Intershop Software can be integrated into existing inventory control systems,
Intershop Software also includes an inventory control system. Intershop 4 comes
delivered with the databases Oracle 8.0 or Sybase Adaptive Server XI. Both
databases follow the Open Database Connectivity (ODBC) Standard, which
allows access for external systems via appropriate ODBC drivers [Liedke 99].
ODBC allows the interactive import and export of data between applications
[Kauffels 98].

2.2 Scalability

Webopedia (www.webopedia.com) gives the following definition for the word
“scalable”: “A popular buzzword that refers to how well a hardware or software
system can adapt to increased demands. For example, a scalable network system
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would be one that can start with just a few nodes but can easily expand to
thousands of nodes. Scalability can be a very important feature because it means
that you can invest in a system with confidence you won’t outgrow it.”

Scalability of a software means its ability to be run on computers of different
magnitudes. One requirement is, that the software can be used without changes
when switching whole computers or merely various components. A former ex-
pression for scalability was upward compatibility [Stahlknecht 97].

Scalability of a software is a pre-condition so that the architecture of the
selected e-commerce solution can grow with the enterprise. Clearly stated is
that the upgradability of existing solutions with a rising number of transactions
or data traffic exists without the need to change to new software. This attribute
is present with multiple-processor systems, whose power can be raised by adding
additional processor cards. Software with high scalability is also compatible on
lower systems.

Software with low scalability can cause a company to change to other pro-
grams, which may lead to high expenditures and the wasting of personnel re-
sources.

Intershop itself advertises the high scalability of its products, which has been
always confirmed by various analysts[Kauffels 98]. Partnerships with e.g. Com-
paq or Fujitsu Siemens Computers shall contribute to enhance the scalability of
Intershop products on their hardware.

2.3 Security

We do not intend to discuss pure TCP/IP security mechanisms. Instead we focus
on application layer security. There are questions on different levels about se-
curity in the context of software. Besides an external attack (Hacking) a safety
problem can be present with the program. The two most popular cases were
that of Microsoft and RealNetworks. Both Microsoft’s Media-Player and Re-
alNetworks’s RealPlayer and RealJukebox secretly submitted a Global Unique
Identifier (GUID) to a server when one played a multimedia file from the Internet
which allowed one to identify a PC. Something similar would be possible with
e–commerce Software. A program could, due to the fact that it is always online,
submit company data or client data anywhere on the Web. Even if such methods
are not the standard, a user of“closed source” software must believe in what the
producer says. OpenSource software enables the user to modify a program so
that no data will be submitted to unwanted places. This is very important to
one who runs a webshop, because a company’s client data (and hopefully a loyal
clientele) can be a decisive competitive factor and therefore is the most guarded
value of the company. This problem is alleviated to some extent by different laws
in different countries, if a law for this exists at all. In Europe, governments prefer
laws for data protection, while the USA believes in a self–regulating economy.
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2.4 Comparision of available solutions

In the following section we will give examples of differences between closed source
and OpenSource e-commerce software.

Intershop from Jena in Germany is one producer of commercial e–commerce
systems. With its products Intershop provides companies of all sizes with solu-
tions for setting up electronic commerce and running a webshop. To their prod-
uct line “Intershop 4” belong “ePages”, “Hosting” and “Merchant.” ePages and
Hosting Intershop are attractive to Internet Service Providers (ISP’s) which want
to provide their customers with Shops to rent in the Internet [Maddox et al. 98].
The provider can run some thousands of shops on one server parallel. Customers
pay e.g. a monthly rent to the provider (from about 20 Euros per month, depen-
dant on the provider and the desired features and services) but do not need to
invest in their own hardware and software. Customers can organize, manage and
customize their shops online via a standard web browser. Compared to ePages,
Hosting offers more functionalities. The higher version,“Merchant,” is similar to
Hosting but is a dedicated–server solution for companies which want to run their
shop in–house. Intershop supports the platforms Microsoft Windows NT, Sun
Solaris, Linux, SGI Irix and Compaq Tru64.

For individual extension of the functionalities Intershop provides customers
with two ”Developer Tools.” The Cartridge Developer Kit (CDK) enables one
to develop junctions between Intershop software and applications or payment
systems of third parties. To use the CDK one must have knowledge of e.g. Perl5
and SQL, participated successfully at the ”CDK-Training” and become a mem-
ber “Intershop Integrated Technology Partner (ITP) Program.” The “Intershop
Developer Kit (IDK)” is a set of development tools that allows one to integrate
Intershop technology into existing business systems.

“Intershop Enfinity” is the largest and with a price of 300,000 USD per li-
cense is the most expensive program provided by Intershop. The program targets
large enterprises and supports e.g. financial transactions, machine–to–machine
commerce, transactions on other websites and protocols like WAP.

Besides this commercial e-commerce software, there is a wide range of open–
source software. Some of them are licensed under the Generel Public License
GPL by the Free Software Foundation. Several of them are Yams (Yet Another
Merchant System), OpenMerchant, MySQLShopper, MiniVend or CiberTienda.

CiberTienda was developed two years ago by the Spanish bank Banesto and is
now OpenSource licensed under the GPL. The program can be downloaded from
the homepage (http://www.cybertienda.org) free of charge. To be compliant
with the idea of the GPL, Bansto has signed an agreement with Onirica. This
company’s task is to set up a community where “the software can be improved
with the collaboration of the community” and names various “main goals of
the development.” The CGI based program was developed under Linux and
runs as well under Unix. PostgreSQL (www.posgresql.org) is the only supported
database. The support of additional databases is planned as well as the possiblity
of running the program on Windows NT. Banesto provides the program “Virtual
POS” for the use of different payment methods. To use this, one must register
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and certify. Banesto is the certifying authority; one condition is that one has an
account at Banesto.

Yams (Yet Another Merchant System) is written in Perl (www.perl.org) and
uses a MySQL (www.mysql.com) database. It features a persistent shopping
cart, the ability to handle different types of products including various kinds
of physical and electronic products as well as the ability to showcase “affiliate”
products. Additionally, Yams provides support for authorization of credit cards
through Signio, a commercial company earning money with its e–commerce pay-
ment platforms. Yams is licensed under the GPL. A mailing list is distributed
on its homepage (http://yams.sourceforge.net/) to get support or to take part
in the community.

What both Yams and Cibertienda have in common with Intershop Merchant
is that they run on dedicated servers. Therefore they can be run in–house with-
out the need of a e–commerce service provider. Both Yams and Cibertienda are
licensed under the GPL, the source code can be downloaded for free from the
Internet. The license for Intershop Merchant costs about $5,000. All programs
provide one with different features that a modern shop system should include.
They allow, for instance, the use of different payment systems, they generate
statistics and allow the use of various marketing functionalities like cross sell-
ing. Both Yams and Cibertienda have payment systems which prefer specific
authorities with the allocation of certificates, in this case Banesto or Signio.

On the criterion of the compatibility with different databases and operating
systems, Merchant is the more developed solution. Yams and Cibertienda are
each limited to one database. While support of the GPL licensed programs is
conducted via mailing lists, Intershop products are supported by CSP’s.

As Yams and Cibertienda source codes are free, one can customize or enhance
the programs as desired. With the use of Intershop one must use the mentioned
developer tools. The target group of these tools seems not to be a single shop
operator but suppliers of applications that want to integrate their programs into
Intershop technology and thus reach more potential customers.

Most OpenSource solutions require more know–how about the software and
software development than commercial software, which is something that should
be considered when selecting a webshop. But even if installing and running a
shop for the first time is often easier with commercial products, the use of more
complex functionalities or the integration of third party applications also requires
more expertise.

3 E-Commerce Consulting

To continue our evaluation of OpenSource e–commerce software it is important
to get an idea of how e-commerce projects are currently handled. One of the
leading IT-consultants, referred to as “the consultant” from now on, has agreed
to outline the major steps taken in an average e-commerce project.
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Functionality compared

Intershop Merchant Cibertienda Yams

Credit Card Processing x x x

Database x x x

Inventory Control x

Support x

Price USD 5000,- Free Free

License commercial GPL GPL

While Intershop is offering professional support, users of the OpensSource shops have
to rely on the Usenet or mailing lists until some company will offer professional sup-
port. An interface, e.g. XML–based, from the OpenSource–shops to inventory control
systems, can be easily developed by a programmer.

3.1 Services of consultants

The basic approach to all e-commerce projects by the consultant is the following:

1. Vision
2. Plan
3. Fulfillment

where fulfillment is the major part. The consultant follows the principle of effi-
ciency and uses state of the art technology. The consultant does not use complete
solutions, but only components of different manufacturers that are being com-
bined. Intershop products are not used at all, because the consultant is unwilling
to use proprietary solutions written in the Practical Extraction and Report Lan-
guage (PERL).

In addition to the standardized software–components, self–developed Java-
software is used. The consultant stresses that these pieces of software are ap-
plied to distinct parts of the overall solution. For example, certain interfaces are
programmed in Java and small tasks are handled by Java programs. It is also
possible, that certain transaction systems are developed using Java.

To sum up, the main approach is the use of software components of large
software manufacturers, e.g. database–servers of IBM, Oracle or Informix, appli-
cation servers of BEA, IBM or SUN and the Netscape Enterprise Server as web-
server. The Netscape Enterprise Server includes an application interface (API)
which the consultant uses to apply a self–made tool. This tool is used to increase
the security of the webserver. Asked whether any OpenSource products are be-
ing used, the consultant replied that the IBM webserver is also being used and
that the IBM webserver is basically an imitation of the Apache webserver, but
OpenSource products are not used at all.

3.2 Cost of consulting

The consultant is developing, installing and configuring software, after the vision
and the plan have been established. Whether standardized software components
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are used or OpenSource software, the cost of the consultants work is hardly af-
fected, as long as the software used fulfills its purpose and enables the consultant
to use his philosophy of efficiency. The cost of licensing the software is generally
negligible compared to the cost of the consultant.

By introducing self–developed software we believe the consultant is enhancing
the link of the customer to the consultant, because usually another consultant
will not have the same insight into this software as the consultant himself.

4 Management Analysis

4.1 Risks of Purchasing Software

Flaws in Software Unfortunately it can happen that software does not have
the features that the box says it has. In that case, usually the price is the
amount refunded. The price of purchasing can be large or small compared to
the work hours invested. The work hours for installation and configuration still
have to be paid. The resources used up in this process are part of the risk of
the buyer, in case he realizes at an early time that the product does not fulfill
the requirements. If the flaws are very serious, the manufacturer of commercial
software can be sued; the developers of OpenSource software cannot be sued.

This is the reason some organizations do not use OpenSource software. The
case of Microsoft does however show that suing a software company can absorb
very much time and money. The safety of having the option of suing does not
necessarily imply to win in an appropriate time. Therefore, from our point of
view, this apparent safety should not lead to an exclusion of OpenSource software
prior to evaluation of software products for a certain purpose.

Discontinuation In commercial as well as OpenSource software there is a risk
that the software of your choice will no longer be produced or supported after a
very limited time. In that case there are no new versions of the software available
that e.g. incorporate the use of new technologies. In case the software is critical
to daily work, a new investment will become necessary.

While the user of OpenSource software can become the head of the headless
software project, the user of commercial software does not have this option,
because neither the source code of the software nor the legal prerequisites are
available to him or her.

4.2 Total Cost of Ownership

There are many different ways of defining the total cost of ownership of IT.
We will discuss the immediate costs induced by an investment in a certain kind
of software. A more in–depth discussion about the Total Cost of Ownership is
provided by [Cappucio et al. 96].
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Installation, Configuration, Maintenance and Support The cost of soft-
ware beyond the initial price of software may be divided into cost of installation,
configuration, maintenance and support. These costs exist no matter if the soft-
ware had a price or was given away for free.

Of the four costs mentioned, the costs occuring after installation and config-
uration are of special interest. While widely used OpenSource software usually
serves the user with the advantage of very quick bug fixes, the user of commercial
software has to wait for the new release of a bug fix by the manufacturer. The
support of OpenSource software is not institutionalized in the form of call center
hotlines, but usually there will be a lot of support offered by other users and
developers via usenet. Today, the first companies have been founded that are
specializing in giving services and support for OpenSource software. From our
own experience we would like to state that this type of support works. In case
you have ever tried to reach someone with enough know–how in a call center of a
software vendor to give an answer to your question, you might have experienced
that it takes a lot of time and patience, if you get the correct answer at all.

Training The cost of training employees occurs no matter if the software is
OpenSource or not. Training might be necessary to aquaint users with new
software or with new releases and new functionality added to software already
in use.

Human Resources To support the IT-infrastructure one needs personnel. It
is of some importance which software products have to be supported. If, for
example, a company does not use the latest version of Lotus Notes, it is often
harder to find support staff for this company than it is to find support staff for
the current release of Lotus Notes. The reason for this is that the support staff
is in fear of loss of their market value, if they are not up to date and know the
latest hints with the current release.

OpenSource software offers the staff the possibility to always be up to date
with the product they offer support for. Because the source code is available, after
every new release it can be judged whether the installation and configuration of
the new release is worthwhile. The support staff never has to stick to the old
version of a software because of budget constraints for software licenses and also
never has to fear a loss of their own market value for such a reason.

5 Conclusion

OpenSource software is software. Therefore, all services that are provided for
software are also possible for OpenSource software.

Let us assume for a moment that suing a manufacturer of commercial soft-
ware only has a very limited chance of success. In that case, functionality, secu-
rity and the total cost of ownership are the key factors for the decision maker.
When it comes to security, OpenSource software has an advantage. Only if you
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know the source code you can check if any back doors are included in the soft-
ware. In e-commerce, there are many OpenSource products that are enabling a
rapid developement of complex websites. There are also software packages avail-
able, that implement basic shop–functionality and can be modified, because the
sourcecode is freely available. Such a website coud be, just like it is the case
today, planned and fulfilled by a consultant. After purchasing the service of a
consultant, the owner of the webiste is not bound to that consultant by licenses
or other agreements - he can freely chose who will be the next one working on
the site. This may lead to more competition and better services, although the
one first creating a website will always have the advantage of a deeper insight
into the product.

We conclude that customers are not free from the task of testing the avail-
able products. Open Source software adds some additional choices to the market
which are worth being considered. Open Source products are especially interest-
ing for small businesses because of the low price, and it may be a good starting
point for one’s own developments, as long as the license is no problem. When
it comes to integration with other proprietary systems like ERP software, then
closed source software may offer the better choices currently.
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Abstract. Recent changes in the German energy policy initiated a dereg-
ulation process from a monopolistic to a competitive market, fundamen-
tally changing the market structure, transaction relationships and trad-
ing processes. While the mutual exchange of electric energy has been a
business activity between vertically integrated utilities for a long time,
wholesale electricity trading in an open market only recently started
to gain momentum. Electricity becomes a commodity traded at power
exchanges and o�-exchange on over the counter (OTC) markets. In Ger-
many, the wholesale electricity market is dominated by OTC trading.
Trading in OTC markets is usually performed via telephone and fac-
simile which leads to a limited price transparency, a limited liquidity,
an ex ante restricted number of potential market partners and, last but
not least, substantial transaction costs. Market participants are there-
fore searching for new trading mechanisms to circumvent the problems
of the current trading processes. The electronization of trading activities
promises to reduce the disadvantages of current OTC trading processes
through the automation of tasks within the transaction chain. In this
context, electronic markets for electricity trading are coordination mech-
anisms for the market exchange of electricity and electricity derivatives,
i. e., a virtual market place where supply and demand meet and trade.
An important feature of electronic markets is an automated dynamic
pricing which is currently not supported by electronic markets available
for electricity trading in the German wholesale market. A concept for an
Electronic Electricity Trading System is therefore proposed with a main
focus on automated price discovery.

1 Introduction to the German Electricity Markets

The German Energy Act of 29 April 1998 fundamentally changed the policy
for the German energy sector. Following the EU directive 96/92/EC, the new
energy legislation breaks up the regulated monopoly and transforms the electric
utility industry into a competitive electric power industry [1, p. 14].
? The research presented in this paper is funded by the Deutsche Forschungsgemein-
schaft (DFG) under project no. WE 1436/4-1. We would like to thank the four
anonymous referees for their valuable suggestions and helpful comments. The au-
thors are responsible for all remaining de�ciencies.

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 280−290, 2000.
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For more than 100 years, electric energy supply was deemed to be a sec-
tor where competition does not achieve the objectives of energy policy makers,
i. e., a reasonably priced and secure supply. The German energy policy there-
fore accepted a regulated monopoly and explicitly excepted exclusive, vertical
concession agreements between municipalities and utilities as well as horizon-
tal, interutility demarcation agreements from anti-trust law. This policy led to
closed supply areas in Germany prohibiting competition among local, regional
and nation-wide utilities. The Energy Act of April 1998 changed this policy rad-
ically. Concession and demarcation contracts are now prohibited by antitrust
provisions which results in the right to freely choose a supplier. Unbundling of
generation, transmission, distribution and trading is enforced whereas only the
\wires" business, i. e., the transmission and distribution lines, remains a regu-
lated monopoly due to its natural monopoly characteristics [2, p. 19]. Access
to the transmission and distribution lines, i. e., to the grid, must be granted to
third parties by the respective grid operator according to an association agree-
ment. As a consequence to the new energy policy, competition was introduced in
the generation and trading business [3]. Germany has the largest net electricity
demand (483 TWh in 1998) and, hence, the largest market volume in Europe,
created by nearly 43 million small-size (mainly private households), and 295,000
medium-size to large-scale (industrial) consumers [4, p. 39]. The size of the mar-
ket is numbered on 60 billion Euro [5] and the expected overall trading volume
(physical and �nancial) exceeds every other market in Europe by an estimated
total of 5 to 10 times the demand, i. e., between 2,415 and 4,830 TWh. Given
these �gures, electricity trading clearly marks the most prominent e�ect of the
deregulation process.

To discuss the chances for the automation of trading activities in the German
electricity market, we describe the commoditization process as a consequence to
the deregulation of the German energy policy (section 2). Then, we visualize
the changes in the market structure to demonstrate the impact on the trading
process (section 3). By describing the current status of electricity trading in
Germany (section 4), we motivate a need for electronic markets as coordination
mechanisms for the market exchange of electricity and electricity derivatives (sec-
tion 5). The de�cits of existing electronic markets for OTC trading in Germany
(section 6) serve as a starting point for our concept for an electronic market
for electricity trading (section 7). The concluding section briey summarizes the
research layed out in this paper.

2 Commoditization of Electricity in Germany

Even though the mutual exchange of electric energy has been a business activ-
ity between vertically integrated utilities in Europe for a long time, wholesale
electricity trading in an open market only recently started to gain momentum.1

1 Electricity trading is the process of purchase, sale and mediation of electricity and
�nancial derivatives based on electricity, independent of generation assets, transmis-
sion and distribution lines [6].
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The deregulation in Germany initiated a commoditization process, i. e., electric
energy becomes a tradable, negotiable entity, valued by price signals emerg-
ing through negotiations between supply and demand. Yet, electric energy dif-
fers signi�cantly from other commodities like grain or metals: Electricity is a
non-storable, conduction-bound commodity with unique physical charateristics.
Trading electricity therefore requires market participants to obey the economic
and physical constraints but also compels speci�c trading mechanisms. Speci�-
cally, contracts for the delivery of electric energy contain additional negotiable
terms such as load, delivery period, delivery time, maturity, etc. By combining
various contract terms, distinguishable products emerge and become tradable.
Historically, the commoditization process perceptible started in 1999 when price
indices were freely published on the World Wide Web (WWW). Power traders
and power brokers started to use the Internet as a media to indicate prices.
Grid operators communicated prices for access to their grid using the Internet.
WWW-sites addressing retail customers appeared in the second half of 1999.
Electronic market places are common means to facilitate wholesale trading in
liberalized markets. Last but not least, power exchanges use Internet services for
order entry, order routing and deal settlement.

3 The Impact of Market Structure on Electricity Trading

Before the deregulation in 1998, the market structure was characterized by a
high degree of concentration which led to unique, directed supply chains and
a hierarchical market structure with simple transaction relationships: the eight
nation-wide utilities generated 80 per cent of the total production in Germany
and supplied 33 per cent of the demand to end consumers (mostly large-scale
industrial consumers). 80 regional utilities generated 9 per cent of the total pro-
duction and supplied 36 per cent of the end consumer demand while the majority
of 900 local and municipal utilities generated 11 per cent of electric energy in
Germany and supplied 31 per cent of the end consumer demand. A similiarly
high degree of concentration exists in the \wires" business [7, pp. 242, 270].
As depicted in Fig. 1, today, the German electricity market has a completely
di�erent structure. Although a noticeable degree of concentration in the gener-
ation and transportation business still remains, a major structural change runs
through the deregulated power industry. Primarily, new participants enter the
market, i. e., new institutions such as power exchanges and new intermediaries
such as wholesale broker a�ect the way, the electricity business is carried out.
The number of potential transaction relationships increased in comparison to
the monopolistic structure and, hence, the complexity and risk of conducting
business in the electricity industry have grown signi�cantly.

Trading processes have to be di�erentiated with respect to two market seg-
ments: the retail and the wholesale market. Because a common de�nition for
either market has not been established yet, we briey de�ne retail as well as
wholesale electricity trading.
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Fig. 1. Market structure and transaction relationships in the competitive German elec-

tricity market

Retail electricity trading is conducted at the level of distribution lines (in Ger-
many 110 kV and lower) with reseller-to-end consumer transaction relationships.
Market participants in the retail market are small- to mid-size end consumers,
typically private households, as well as small and medium enterprises with an
electricity consumption, that does not allow them to manage their own energy
contract portfolio. A typical contract for electricity delivery in the retail market
covers electric energy plus aÆliated services like maintenance, metering, energy
and load management. Wholesale electricity trading, on the other hand, denotes
electricity trading at the level of transmission lines (in Germany 380 kV, some-
times 220 kV) with transaction relationships between generators, intermediaries
and large-scale industrial consumers as depicted in Fig. 1. A typical wholesale
transaction covers pure energy without aÆliated services. Furthermore, whole-
sale trading requires each market participant to manage and control his own
energy contract portfolio, i. e., each wholesale market participant ensures that
the portfolio meets his consumption and delivery needs. In the further discussion,
we will concentrate on the wholesale market.

4 The Status Quo of Electricity Trading in Germany

The German wholesale electricity market is dominated by OTC trading. Only
a few market participants trade at foreign power exchanges. In Germany, the
�rst institutionalized power exchanges are scheduled to start in Leipzig at the
Leipzig Power Exchange (LPX) in June 2000 and in Frankfurt at the European
Energy Exchange (EEX) in August 2000 with a spot market. Futures markets
are planned at the EEX for the fourth quarter of 2000 and at the LPX for the
end of 2000. Also, the Amsterdam Power Exchange (APX) started a market in
Germany on 1 January 2000. Yet, experiences in deregulated markets show that
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even in the presence of power exchanges the predominant amount of deals (70
to 80 per cent) is contracted over the counter, i. e., o�-exchange.

Contracts currently traded in the OTC market span a broad spectrum con-
sidering the degree of standardization. Some contracts are almost fully standard-
ized such as contracts for the delivery for a complete day, week or month around
the clock or on- and o�-peak contracts. Individual portfolio contracts mark the
other end of the spectrum. Market participants, often utilities, negotiate on a full
coverage of their demand using individualized contracts. In Germany, electricity
trading takes currently place in the OTC spot and physical forward markets and,
increasingly, in the OTC �nancial forward markets. In the OTC trading process,
market participants currently use telephone and facsimile as primary media to
conduct negotiation and to execute deals. OTC transactions are either negoti-
ated directly, i. e., bilaterally over telephone, or indirectly, i. e., brokered by an
intermediary. Known limitations of telephone and facsimile are considered to be
responsible for various disadvantages in the OTC trading process: limited price
transparency and liquidity, an ex ante restricted number of potential contract
partners and, hence, substantial transaction costs, among others [8, p. 255]. A
demand for new market coordination mechanisms, i. e., new ways to bring supply
and demand together, arises to cope with the increasing complexity and to com-
ply with the commodity's and participant's requirements. Electronic markets
automate the trading process by an electronic support for tasks in the trans-
action chain and therefore represent potential solutions towards an electronic
electricity trading in the German wholesale power market.

5 Electronic Trading Systems for Electricity Wholesale

Trading

The term \trading system" with respect to electricity trading has no unique
meaning and a de�nition often depends on the perspective of the author. At
least, two di�erent meanings of the trading systems have to be di�erentiated:
risk management and trade processing (RMTP) software and electronic markets
for electricity trading. RMTP software supports the trading activities of a single
market participant, i. e., the front, middle and back oÆce tasks on a trading
oor, either for the management of physical (generation, dispatch and schedul-
ing software) or �nancial trading (risk management software) [9]. In contrast,
electronic markets for electricity trading are coordination mechanisms for the
market exchange of electricity and electricity derivatives, i. e., a virtual market
place where supply and demand meet and trade [10]. Following Picot et. al. [11],
electronic electricity markets are computer systems for electronic electricity trad-
ing which enable the trade between several, possibly an arbitrary number of,
market partipants with electricity and electricity derivatives using information
and communication technology (ICT) to automate (parts of) the transaction
chain.

A trading or market process consists of a transaction chain of sequential
transaction phases. Di�erent phase models have been proposed to capture the
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semantics of trading processes. Schmid suggests di�erent phase models for elec-
tronic markets [12, 13]. Similiar models exist for market processes in securities
trading [14, 15]. Typically, phase models subdivide the market process into four
successive transaction phases: the knowledge, bidding, negotiation and settle-
ment phase. In the knowledge or information phase, a market participant searches
for quotes, product qualities and contract terms suiting his transaction desire.
Assuming a potential deal attracted the participants interest, the speci�cation
and transmission of an order to the point of execution takes place in the bidding

phase (or orderrouting phase). Once placed in the market, the negotiation over
contract terms starts and will possibly end in an agreement (negotiation phase).
Subsequently, the contract partners exchange money for the contracted com-
modity in the settlement phase. The negotiation phase itself consists of three
interdependent processes: product matching (or matching of contract terms),
counterparty matching and price discovery [16] whereas alternative pricing pro-
cedures exist for the price discovery process:2 The discovery of prices could either
be a manual, requiring human intervention, or an automated, i. e., computerized
process. In this respect, dynamic pricing as an umbrella term refers to price
discovery mechanisms where a price emerge over time.

Electronic markets di�er by the level of automation within the transaction
chain and their support for processes in a speci�c transaction phase [18]. The
critical process when automating the transaction chain is the price discovery. A
core component of electronic markets are electronic trading systems (ETS) as
they automate the price discovery and trade execution process by an electronic
support for the bidding and negotiation phase through an automated order rout-
ing, price matching and trade execution [19, p. 27]. Electronic trading systems
are operated by computer exchanges and electronic OTC markets. In the �-
nancial markets, electronic o�-exchange trading systems are called proprietary
trading systems (PTS) or alternative trading systems (ATS) [20]. We link this
terminology to electronic markets for electricity trading and separate two groups
of electronic trading systems:

{ Electronic Electricity Trading Systems (EETS) are alternative trading sys-
tems in the OTC electricity markets

{ Power Computer Exchanges (PCE) are fully automated and integrated com-
modity exchanges for electricity trading

6 Electronic OTC Trading in the German Wholesale

Market

Eight electronic markets are available for wholesale electricity trading in Ger-
many as of 10 March 2000 (see Tab. 1). The markets di�er regarding technol-
ogy, current status and operator type. Existing electronic markets are based on
three technologies: Electronic Data Interchange (EDI), W3C standards (HTTP,
HTML, etc.), and pure TCP/IP with proprietary client/server technology.
2 According to Domowitz, \enabling this process of price discovery is a basic function
of any trading market mechanism" [17].

285Electronic OTC Trading in the German Wholesale Electricity Market



Table 1. Technology, current status and operator type of existing electronic markets

Electronic Markets for
Electricity Trading

Technology Current Status Operator Type

NetStrom W3C Testing Consulter
Electronic pbi powerbroker W3C Price Indication Broker
OTC Enron Strommarkt W3C Price Indication Marketer

Markets SKM Marketplace TCP/IP Price Indication Broker
Enron Online W3C Transaction Marketer

Power Nord Pool EDI Transaction Exchange
Exchange APX W3C Transaction Exchange

OMEL W3C Transaction Exchange

The current status shows the primary focus of the systems whereas the op-
erator type demonstrates the diversity of market participants interested in elec-
tronic (OTC) trading. If we sort the available electronic markets by their support
for the transaction phases, a lack of support for the negotiation and settlement
phase for OTC transactions becomes apparent (see Tab. 2): ICT is primarily
used to support the knowledge and bidding phase. Electronic OTC markets are
commonly used within the knowledge phase for price indication and within the
bidding phase for posting o�ers in closed user group extranet systems. Yet, as of
today, negotiation and bargaining takes place over telephone. Only two systems
o�er �rst approaches to an electronic support for the negotiation phase: Enron
Online and SKM Marketplace. Enron Online, a system originating from the lib-
eralized U.S. power markets, o�ers standardized contracts on a WWW-based
electronic market where subscribers are able to post bid and ask o�ers to con-
clude a contract with the operating company, Enron. Negotiable contract terms
are restricted to price and quantity. SKM Marketplace uses a proprietary client
interface to display bid and ask o�ers entered by SKM brokers. The negotiation
phase is supported by an electronic chat system which aims to replace telephone
conversations.

Table 2. Support for transaction phases by electronic markets available to German
participants

Electronic Markets for
Electricity Trading

Knowledge Bidding Negotiation Settlement

NetStrom
p p

Electronic pbi powerbroker
p p

OTC Enron Strommarkt
p p

Markets SKM Marketplace
p p

(
p
)

Enron Online
p p

(
p
)

Power Nord Pool
p p p p

Exchanges APX
p p p p

OMEL
p p p p
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The clearing and settlement of o�-exchange contracts is currently not sup-
ported by any electronic OTC market. Power computer exchanges, by de�ni-
tion, support the entire transaction chain, i.e., they o�er clearing and settlement
services not only to exchange but also to OTC transactions. In summary, the
automation in existing electronic OTC markets is limited. Only the �rst two
transaction phases are well-supported. The electronic support for the negotia-
tion phase in electronic OTC markets is rudimentary.

7 A Concept for an Electronic Electricity Trading System

Our concept aims to combine market microstructure theory and auction theory
with electronic markets since the automation of price discovery mechanisms has
been discussed in the context of �nancial markets [21, p. 139] as well as electronic
commerce [13, p. 468].

The implementation of an automated dynamic pricing depends on the de-
gree of contract standardization. Highly standardized contracts (e. g. certain
electricity forward contracts) with �xed contract terms leave only price and
quantity to be negotiated. Price discovery mechanisms for highly standardized
contracts are well-known in form of auction mechanisms [22]. The automation
of auctions has been shown in computerized stock exchanges, e. g., the system
XETRA (eXchange Electronic TRAding) and retail auctions, e. g., ebay.com.
Auction mechanisms have also been applied to electricity trading [23].

Semi-standardized contracts di�er from standardized products in only a sin-
gle contract term, e. g. delivery period. A standardized peak product typically
covers a constant load of 1 MW from 8am to 8pm while a semi-standardized
peak may cover 7am to 9pm. Individualized contracts di�er from standardized
contracts in two or more contract terms. In fact, individualized contracts may
contain arbitrary agreements over an arbitrary number of contract terms. An
automated price discovery for non-standardized contracts must therefore enable
negotiations over an arbitrary number of contract terms and, hence, renders
auction mechanisms which depend on \a well-de�ned object or contract" [24]
inappropriate. Therefore, alternative price discovery mechanisms need to be im-
plemented to electronically support the negotiation phase with non-standardized
contracts. Price discovery mechanisms known to work with non-standardized
contracts are bulletin board systems, sometimes called \hit and take" markets,
where market participants \hit" an o�ered contract to conclude a deal without
re-negotiation of any contract term [18, p. 29]. If a market participant wants
to re-negotiate, e. g., on the price, a \hit and chat" market allows market par-
ticipants to hit a speci�c o�er and re-negotiate contract terms through a chat
system, possibly supported by a guided user interface.

Further automation can be achieved by automated negotiations \when the
negotiating function is performed by (networked) computers", i. e., \a process in
which two intelligent software agents negotiate a solution electronically [...]" [25,
p. 263]. Automated negotiations using software agents have been discussed in
literature [26] and applied to electricity trading [27]. Besides the actual price dis-
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Fig. 2. Market models in ELTRAS

covery mechanisms, the market organization, legal framework, information tech-
nology and custom and usances, among others, inuence the market eÆciency
and price quality [28]. A particular combination of (market micro-) structural
features (e. g. market transparency: closed or open orderbook; trading frequency:
periodically or continuously; price discovery: auction or market maker market) of
a speci�c market constitutes a \market model". A term which originally refered
to the market structures, i. e., the rules and regulations, of stock exchanges [29].
Market participants make di�erent demands on market models in di�erent trad-
ing situations, i. e., market models must comply with the heterogeneity of market
participant's transaction desires. Static market models enjoin a set of concrete
structural features and, therefore, meet only predetermined transaction desires.
As an extension, dynamic market models enable market participants to choose
(from a range of) structural features for each transaction (e. g. bilaterally ne-
gotiate an tailor-made contract and use an auction for a highly standardized
contract) [30].

Our concept for an EETS, called ELTRAS (Electricity Trading System),
approaches standardized as well as non-standardized contracts, i. e., we inves-
tigate bulletin board systems, then expand our focus on auction mechanisms
(see also [23]) and �nally, we will transfer insights from our agent-based bond
trading system, AMTRAS (Agent-Mediated Trading System) [16] to ELTRAS
(see Fig. 2). Before the latter, we will empirically analyze the market demand
for automated negotiations using software agents in the context of electricity
trading. ELTRAS aims to verify our working hypothesis that insights into the
market structure and trading processes of �nancial markets can be transferred to
electricity markets. Our main focus is on designing dynamic market models and
extending them to allow an automation of the negotiation phase in electricity
trading.
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8 Synopsis and Future Research

In this paper, we argue that OTC trading in the German wholesale electricity

market lacks electronic support for the most important transaction phase within

the trading process, the negotiation phase. While electricity trading in Ger-

many is dominated by OTC transactions, the full potential for an automated

o�-exchange trading process is not being exhausted. Concerning the German

wholesale electricity market, a lack of electronic trading systems as the vital

component of electronic markets has been unfolded, both in exchange and o�-

exchange markets. A concept for an Electronic Electricity Trading Systems was

introduced which is based upon our vision of an automated dynamic pricing.

Future research will be concerned with the implementation of price discovery

mechanisms reecting the commodity's peculiarities and the market partici-

pant's requirements for an Electronic Electricity Trading System. We consider

the evaluation of our design by Internet experiments as the �nal destination in

our endeavor.
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Abstract. Favored by the Security Exchange Commission, Electron-
ics Communication Networks (ECNs) have grown as alternative trading
systems that enable to bypass the markets makers on the stock markets
and allow investors to directly compensate and execute their orders with
more discretion and at a lower cost.
In this paper we underline the fragile character of the current ECNs
and question their competitive advantages through empirical evidences.
We find a rationale for market makers and ECNs’ excessive spreads and
overreactions. The use of network theory highlights notions of critical
mass, open interface and alliances. Moreover, since competition between
market makers and ECNs is based on volume, the emergence of ECNs
has been mainly possible because of the growth of the American stock
market. Furthermore, strategies of new ECNs are built on anticipated
future growth. Should the market shrink, ECNs would rapidly be forced
to merge and most of them would disappear.

1 Introduction

An ECN is a communication network designed to match orders. Instead of having
a supply side that provides Bid and Ask prices, the matching system consists in
a book where limited buy and sell price orders are displayed. When the latter
match, a deal is made and reported to the quoting system. Consequently, ECNs
compete with stock exchanges by providing an alternative trading structure and
to market makers by offering lower transaction costs.

Though considered by stock exchange authorities as broker dealers, they have
acquired a special statute from the Security Exchange Commission (SEC) since
1997. Consequently, the SEC’s regulatory change as well as technology, have

? We would like to thank Grigorios Mamalis for careful reading, Robert Dornau for
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revolutionized interactions between market makers, brokers, dealers, and stock
exchanges, leading to more complex settings with multiple players and divergent
interests.

The current paper examines the exact nature of the competition between
ECNs, market makers, brokers, dealers and stock exchanges using a network
economics framework. We will focus on the nine ECNs that have been officially
registered by the SEC and NASD in order to look at the competition inside
Nasdaq. However many results can be transposed to the case of other Alternative
Trading Systems like the Arizona Stock Exchange.

The remainder of this paper is organized as follows. In section 2, we examine
key features of current ECNs. In section 3, we give insights on the composition
of future marketplaces. Last section concludes giving possible extensions to our
paper.

2 The ECNs from financial information networks to
electronic stock markets

As its name explicitly shows, an Electronic Communication Network is not an
electronic stock market. This has sometimes led to confusion especially in the
Press. ECNs were sometimes called e-bourses or e-markets. One should, however,
not mix the two terms. The fact is that there is still a difference between ECN
and electronic stock markets.

It is obvious that both are supported by a set of terminals linked by a specific
protocol and a communication network. Both enable to trade stocks. However
looking further, an electronic stock market gives a price for each product traded
and guarantees execution and delivery of the trades. This is not the case of an
ECN. Basically an ECN gathers orders from its members and matches them
when possible, it also posts its own quote on Nasdaq. It doesn’t have a direct
impact on the real price discovery process but it may have some influence on
the prices through the quote display. An ECN replicates the prices given by the
stock markets. It does not guarantee delivery and execution. If by any chance,
an ECN turns out (or wants) to offer such services, the ECN can not any more
be defined as an ECN. It becomes a real electronic market and has therefore to
apply for a status change.

2.1 The connectivity of the financial networks

When dealing with networks, the issue of critical mass is of fundamental im-
portance. A financial network like any other network needs to reach a critical
mass in order to experience positive externalities network effects as Economides
and Himmelberg mentioned [10]. Using current network theory classification, we
can characterize financial networks as two way networks i.e. where messages can
be conveyed in the two directions and therefore each user can send and receive
information. When plugging in a new user to a two-way network, of size n, the
number of potential goods (or connections) increases by 2n. The new user can
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join the existing n members and the old n members can join him. A network
externality appears when being linked to the network is more profitable than
being outside the network. The standard example is the public phone network,
who can afford in those days not having a phone line ? In network theory, the
word connectivity describes the number of potential terminals linked together
on the network. Increasing therefore the number of users for an ECN is vital
since it intensifies the connectivity of the networks.

The importance of the installed basis Building a new network is expensive
and generates a lot of fixed costs. If the cost function of the firm that builds
the network is highly non convex (with high fixed cost), the optimal size of the
network would be theoritically infinite and lead to a natural monopoly. However
technology can lower the fixed costs and allow an oligopolistic market structure
to emerge.

This is precisely, the situation we are experiencing nowadays on Nasdaq where
several ECNs are competing for order flow.

In network economics, history matters. To be the first on the market requires
obtaining a significant installed basis. This situation is self reinforced with net-
work effects, even if the technology used is not of the state of the art. This is
examplified by the current market share of Instinet. In the competition between
ECN, the installed basis is a key factor to differentiate the networks and their
ability to reach quickly a critical mass. Network economics is often seen as a
winner-take-all economy.

Interconnection between networks Another way of dealing with critical
mass and competition is to establish alliances to benefit from network intercon-
nections. From a theoretical point of view, we can consider that the move of the
big Wall Street firms towards the ECNs is a way to interconnect their network
with the ECN. Vertically integrated firms are formally equivalent to a one way
network. For example, Datek owns Island and provides the ECN with order flow.
This can be characterized as a vertical alliance.

But there is also horizontal alliances through interconnection between ECNs
network. In order to avoid a lack of liquidity, if a match cannot be found inter-
nally, the Archipelago technology can sweep to other ECNs and market makers
in order to find the best possible match. This horizontal interconnection does
not relies on an official agreement between the firm but on the open interface
provided by Nasdaq communications tools.

2.2 Anonymity and transaction costs

Anonymity and transaction costs are two main issues for customers.

The interest of being anonymous on a market and the trade-off with
liquidity Important investors fear sometimes that the market get aware of
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their position on a given stock. It is difficult for a trader to indicate an interest
in buying or selling a large block of stock without causing the price of that stock
to move ahead of his/her order - a phenomenon known as ”market impact.” This
is especially true if the order is from a large institutional investor.

Market analysts have estimated that the cost of market impact associated
with buying and selling significant blocks of stock - as institutional investors do
every days - can be more or less ten times the transaction fees.

The number of intermediaries in the regular way of making order makes it
difficult to stay anonymous. On the contrary, anonymity is guaranteed on a fully
electronic matching service like the ECNs. However this anonymity has a price
if the ECN cannot provide enough liquidity.

The difference in the spreads is mostly due to the lack of liquidity of the
smaller ECNs. This trade-off between anonymity and liquidity reinforces the
stronger players such as Instinet. In order to survive, the smaller players have
allowed their system to search the best prices on all networks. However this
won’t provide them, on the long run, a sustainable model of growth because
they will be charged for the deals made on others systems that theirs. If there
is a dominant player on the market, he can successfully foreclose the market to
the others by charging a high rate for the use of its matching system.

Key feature of the ECN : the matching service Buy and sell orders
which are represented in Nasdaq through ECN quotes are either public orders
forwarded to the ECN by subscribing broker/dealers, or orders from institutions
subscribing to an ECN. The best ECN buy and sell orders, or ”top of book,”
will frequently drive the inside market, meaning they represent the best bid and
ask prices for a security. In order to provide more informative data, the SEC has
recently ordered the ECNs to provide their three best prices and not only their
best one.

The price of immediacy on real time market One of the services provided
by the market makers is immediacy. Since they guarantee in their quote a buy
and a sell price, everyone can act immediately. But not all traders need a real
time deal. Sometimes it can be cheaper to use an ECN, if the cost of transaction
is lower.

Economides and Schwartz [9] have summarized a survey from the traderforum
of the Institutional Investor in 1994. They found that the majority of traders are
willing to trade patiently if this reduces execution costs. Many traders indicate
that they frequently delay trades to obtain better prices. Most respondents in-
dicate that they are typically given more than a day to implement a large order,
that they typically break up more than 20% of their large orders for execution
over time, and that they regularly take more than a day for a large order that
has been broken into lots to be executed completely.
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2.3 The race towards Liquidity

Liquidity is alleged to give competitive advantage for market efficiency purpose.
It has been argued after the article of Glosten that, Electronic market should
provide better edge for liquidity efficiency purposes. As Glosten [11] pointed
out, an electronic open limit order book is more efficient in providing significant
trading volume. Using a theoretical model of an idealized electronic open limit
order book, Glosten found that an open limit order book mimics competition
among anonymous exchanges.

Consequently, there is no incentive to set up a competing anonymous dealer
market. On the other hand, any other anonymous exchange will invite ”third
market” competition. The conclusion that electronic open limit order book
should turn out to be superior in providing liquidity should be tempered by
the very specific hypotheses used in the model.

Liquidity as a network externality Liquidity is the measure of the time
needed to sell or buy a certain stock. The natural provider of liquidity is the
number of people on the market Economides [7] and [8], defines the liquidity as
a composite good generated by the adjunction of a buy order and a sell order.
The liquidity is the main network externality that appears on a financial network.

Compensation or transmission of orders One of the key issues of the
electronic network is to determine who is able to compensate the orders and who
has just to route the orders. Being the counterpart or compensating orders is
the only difference between a regular stock exchange and a financial information
network. The market makers are defined as making the market for some stocks.
Hence, they must hold an inventory of this stock and part of their fees are linked
to the inventory charges. Thus, the move from broker dealer to exchange appears
to be a natural evolution of the ECNs. Being a regular exchange will allow them
to avoid the inventory fees from the market makers.

Future mergers Apart from Instinet who has already reached a significant
market share, all the other ECNs are fighting for liquidity. And because they are
for-profit companies, there is a tendency for them to merge to reach a critical
mass.

These moves will be soon to come especially for the ECNs who have a very
small market share but a brand new technology. Most of the new ECNs can be
seen as technological start ups as indicated by their current size and creation
date

3 The future of the marketplace

In 1999, the OptiMark Trading System will be integrated as a facility of Nas-
daq Stock Market trading network. With OptiMark, investors can indicate their
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interest in trading across a range of price and size parameters based on their
trading strategies. With the frequency of two minutes, the OptiMark system
will match large orders anonymously. Nasdaq is then moving toward becoming a
big ECN. If this change of nature of Nasdaq happen rapidly, the very existence
of the ECN will be threatened. Actually, the part of the ECNs in all trades is
about 30 percent that gives a big advantage to the regular Nasdaq trades as far
as liquidity is concerned.

3.1 The diffusion of technology

Paradoxically, Nasdaq which trades most of the IT stocks of the market is far
from being computerized. The artificial introduction of the ECNs has made the
market makers evolve to more digitalized tools of communication. As pointed out
in figure 1, technology is to be introduced everywhere, from the communication
networks to the matching algorithms. Ten years ago, most of the trades were
negociated through the public telephone networks, now they are more or less
done through computers. However, if the email-like system (SelectNet) is used
to broadcast orders through the market makers or to send direct agency order,
these orders are not matched automatically. This matching service remains the
key feature of the ECN, until the introduction of Optimark on Nasdaq.

Partially compatible networks The first ECNs have been designed as propri-
etary systems, i.e., systems were software and hardware belong to the operator.
The new competitors, because they had to reach a critical mass, have chosen
an open interface by providing only additional privately owned softwares. How-
ever the need for liquidity gives a strong incentive to firms to set up compatible
networks.

The strategic question of the compatibility between networks have been ad-
dressed by Katz [16].

They show that if the costs of achieving compatibility are lower for all firms
than the subsequent increase in profits, then the industry move towards com-
patibility is socially optimal. However, it may be true that the (fixed) cost of
achieving compatibility is larger than the increase in profits for some firms, while
these costs are lower than the increase in total surplus from compatibility. Then
profit-maximizing firms will not achieve industry-wide compatibility while this
regime is socially optimal. Further, if a change leads to less than industry-wide
compatibility, the private incentives to standardize may be excessive or inad-
equate. Similarly, the incentive of a firm to produce a one-way adapter, that
allows it to achieve compatibility without affecting the compatibility of other
firms, may be deficient or excessive because the firm ignores the change it trig-
gers on other firms’ profits and on consumer surplus.

These results, show us that in the network economy, the question will not
be who owns what, but who sets up the standards. Standard setting will be the
new monopoly and will provide the true rent for the economics sector. Right
now technologies are competing among the ECNs but because of the network
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effect, the winner of this war can expect substantial benefit from the electronic
exchange.

The effects of the Internet The Internet has often been described as the
source of the changes on the financial networks. As it has been previously un-
derlined, market forces and regulatory incentives have played a central role in
the phenomenon.

Nevertheless, we can see three major implications of the Internet in the evo-
lution of marketplace : The Internet as an investment tool : The financial news
freely provided through the Internet have a direct effect on quotes. Since the ori-
gin of the information on small chat rooms or web sites are difficult to monitor,
the risk of false information or insider trading is a great concern for regulators
(see SEC regulations on exchange).

The Internet as a support for on-line brokers : Thanks to the Internet, new
intermediaries known as on line brokers have emerged (E-trade, Datek), others
have experienced a significant growth (Charles Schwab). Actually, the Internet
is a powerful tool that can aggregate demand for stocks and then reach an
important volume with a huge number of small accounts. These new brokers
have already a fully integrated electronic interface and find it more convenient to
route their orders through electronics alter ego like the ECNs. These can explain
the investment of E-trade in Archipelago. Moreover new brokers could have some
incentives to bypass the existing exchanges and to join the new exchanges.

The Internet as a means of communication : The newer ECNs miss the critical
mass. In order to have a sustainable business model, they need to grow fast at a
low cost, using the Internet as a means of communication significantly reduces
the fixed cost of developing an alternative network. They only develop a secured
user interface while all the data transit through the Internet. It allows them to
concentrate on the competition on quality of services and gives them a great
potential connectivity.

We must also underline that the influence of the Internet on the financial
market is part of a broader phenomenon where all intermediaries that were
designed to make a price are changed into electronic smart agents. This trend is
very strong especially in the Business to Business relationships.

Paradoxically, the exchanges have been among of the first in the world to
introduce computers and networks but they have assigned them the function of
communicating and not negociating. With the emergence of the Internet, the
electronization comes back from the business world to the exchanges with the
goal of achieving market efficiency through electronic matching services.

New competitors : the existing information networks As it has been
pointed out before, the connectivity and the liquidity are key features of the
ECNs. Thus, the new competitors can be the institutions who own their own
proprietary financial information networks such as big banks or broker dealers
who can be interested in vertical integration. The providers of liquidity such as
important Internet brokers can also take part in the game. They have already
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done it by taking staking in various ECNs. But they can move a step further by
opening their own networks to their clients becoming, de facto, powerful players
on the ECN market. They can also buy one of the ECN to merge their network
with technology of the ECN.

Another competitor is Nasdaq itself which can become fully computerized.
The introduction of Optimark systems as an open interface provides all Nasdaq
participants with a anonymous electronic matching service. The choice of an
open interface, that is to say that doesn’t exclude any users of Nasdaq terminals
(to be compared with the limited and selected clients of the ECNs), will make
the system a real threat for the survival of the ECNs inside Nasdaq.

3.2 Convergence and globalization of financial networks

Competition between networks in the US may lead to worldwide lead-
ers By allowing several private systems to compete each other, the regulator
favors the emergence of strong and efficient electronic marketplaces. This can be
considered as a threat for other foreign markets with strong institutional connec-
tions between exchange and government. Once a critical mass is reached in any
parts of the world, the electronic exchange can be a very aggressive competitor
on all other markets because the marginal cost of adding a new terminal is close
to zero whereas the benefit of being linked to the network is positive.

Due to the numerous network effects and unregulated market will lead to a
monopolistic structure of the trading networks. Nevertheless, the optimal choice
does not coincide with the strategic choices as Katz and Shapiro [16] have proved
it.

Trade-off between fair prices and high fixed costs : a regulatory prob-
lem to come If we assume that the economics of the electronic for-profit ex-
change leads to a monopoly, it is not sure that this structure would be socially
optimal

Actually, there is a trade-off between lowering transaction costs by sharing
infrastructure and avoiding the monopoly prices. These problems have already
been addressed in the literature on natural monopoly. We can expect a need for a
stronger regulation on the infrastructure, that is to say the norms and protocols
that will have to be used on the networks. Should the electronic exchanges spread
worldwide, national regulators legitimacy would then be questioned.

The signs of the convergence With the emergence of electronic market places
all around the world, the fundamental differences between the market tends to
disappear. Because of the ECNs, Nasdaq is becoming more order-driven and
consequently closer to the NYSE. The evolution of exchange towards continuous
market has been undertaken under the ECNs pressure. In a near future, the
biggest stock markets in the world will be open 24 hours a day. The fact that
orders are now routed through homogeneous systems, irrespective of the time,
the distance, or the regulatory environment, could be seen as the premises for a
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global electronic market. However, the need for immediacy is not crucial for most
of the orders. Since liquidity varies with time, people will also trade-off between
immediacy and liquidity. For instance, if the market for a Microsoft stock is not
very liquid on Saturday night, a trader may prefer to delay this order to have a
better execution price rather than interfere with the current quote.

We have previously shown that the difference between existing exchange,
ECNs and financial information networks mainly relies on the ability for the
former to guarantee the delivery of stocks. It is very likely that once the ECNs
will have enough volume, they will be able to guarantee the stock delivery and
then bypass the whole exchange. They will compete like any exchange in the
world in stocks listing and they will have a significant technological advantage
because of the natural selection process, they are experiencing now.

4 Conclusion

In this article, we have seen that the competition between ECNs, stock mar-
kets, market makers is intensive and complex. This environment is fast moving,
volatile and at the same time it is the interest zone of many actors.

Built as a communication network between market makers, to trade OTC
stocks, Nasdaq was the designated place for electronic matching services to
emerge. Paradoxically, the computerization of Nasdaq was designed to achieve
better communication between market makers but not to match orders. And,
indeed, the emergence of ECNs has not resulted from the market structure but
from regulatory changes.

Due to the strong network effects that characterize any communication net-
work, all competitors are fighting for liquidity, so as to reach a critical mass.
ECNs promote their low transaction costs and the anonymity of their trading
process. However, empirical research tends to prove that ECNs’spreads are wider
than market makers’ ones because of the lack of liquidity. From the client point
of view, the trade-off tends to be between anonymity and liquidity.

The current ”informational” revolution has also played a great role in market
nature changes. By lowering communication costs, the Internet has allowed new
ECNs, based on open interface, to enter the market. As demand agregator, the
Internet has also favored the growth and development of on-line brokers, who
would rather face electronic counterparts to process their order homogeneously.
Finally, the continuous growth of stock markets has permitted higher volume to
be shared with the new entrants. Should the market collapse now, all ECNs under
the critical liquidity market size would disappear. Looking at figures, this would
include most of them. Apart from Instinet, ECNs can be seen as technological
start-ups similar to the numerous smart ones found in other industries. They
actually compete for market share and technology. As a result, the winner of
this competition is going to be a serious competitor for all institutional stock
markets.
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Abstract. In this paper the Internet advertising market is analyzed. Data and
estimates confirm that the Web represents a real threat to television and
newspapers. Therefore, the main characteristics of the advertising market are
described in order to point out the differences between Internet and traditional
mass media. In particular, pricing methods appear to be the most peculiar
innovation carried out by on-line advertisers. It is shown how these new
business models may substantially change the quantity of advertising which
maximizes web publishers’ profits.

1 Introduction

The Internet is the fastest growing medium and it has great potential as an
advertising medium. The use of the World Wide Web will improve dramatically in
the coming years, gradually making the Web a mainstream medium. Advertisers are
showing great interest in this new medium, because of the large and growing number
of users spending time on it: with Internet, it is possible to differentiate the
advertisement to meet users’ requirements, and online advertising is becoming part of
many companies marketing strategy.

In the early days of advertising on the Internet, the only vehicle for delivering
advertising messages was a banner. Now the range of advertising formats has
expanded greatly: this expansion is due to increase of the number and type of
advertisers, greater bandwidth, sophistication of the Internet audience, and the
creative strength of digital technology.

Publisher Web sites that function as ad-supported media vehicles, just as with
advertising in the print and broadcast media, must serve the dual demands of two
groups: Web consumers and Web advertisers. Therefore the role of the publisher's site
includes enabling and encouraging the consumer to interact with advertising
appearing with content at its site. Yet, the World Wide Web is intrinsically different
from the mass media traditionally used as advertising channels. An understanding of
the differences is essential to explaining market structures and new business models.

The Internet combines the ability of the mass media to create a message reaching a
wider audience with the feedback and interaction possibilities deriving from
providing individualized information: traditional advertising is consumed passively,
whereas on the Internet users have to actively select an advertisement. In addition, the
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Internet offers unlimited low cost space compared to the limited capacity and high
costs found in traditional media.

In the next section we introduce the main concepts concerning Internet
advertising, while in the third section we show the extent of the emerging Internet
advertising industry. In the section four, with the background of main theoretical
contributes on media advertising markets, we discuss the choice of the optimal
quantity of advertising by the web publishers, given some advertising formats and
under different assumptions with respect to pricing methods. We show that the
equilibrium outcomes may be different from those obtained in the case of traditional
mass media. Some concluding remarks are provided in the last section.

2 What Is Internet Advertising?

Firstly, let’s try to capture what we mean by Internet advertising. Sometimes the
whole process of producing and maintaining a corporate Web site is called “Internet
advertising”. Nevertheless, there is a clear distinction to be made between maintaining
a Web site, as part of a firm’s marketing communications strategy, and maintaining a
Web site in order to sell advertising space on the site and generate revenues.

Using a narrow definition, Internet advertising means the Web banner, i.e. when a
World Wide Web site owner offers to display an advertisement on its Web pages, by
placing the advertisement in a box somewhere on the page. With a broad definition,
we take into account all sort of methods of product, brand and corporate promotion,
including the Web banner, buttons, links, and other devices used on Web pages, site-
sponsorship deals, cross-media promotion involving branding of the Web site as part
of the package, e-mail distribution lists and many others. In what follows, we are
mainly interested in analyzing the former definition of Internet advertising, and
theoretical considerations will be based on it.

Web advertising has two components - passive and active. These passive and
active components are differentiated by the amount of control exercised by the
consumer over their exposure. Consumers are automatically exposed to passive ads
when they visit a publisher's Web site. Passive ads act as a gateway to active ads,
since they provide the links that the consumer clicks to view the active ads.

The most famous advertising format is the banner, a small rectangular ad placed
within another content-filled page. Banners can be static or animated and interactive.
The newest banners allow users to interact with ads without leaving the current web
site. Advertisers are devoting increasing amounts of resources to creating ads that will
attract attention, especially as click-through rates for traditional banner ads decline.
Recent estimates show that click-through rates have fallen below 1% from 3% several
years ago. The decline in click-throughs has been attributed to several factors,
including consumer advertising overload, a wear-out of the novelty effect, and more
directed search on the Internet by consumers.

 Interstitials are animated ads that appear suddenly in full screen without any user
action to activate them. They are short messages which may interrupt the user’s
current task, or more often, fill time between scheduled events. With sponsorships,
advertisers offer content that is somehow related to their products or services and
valued by the target audience. Sponsorships are expected to grow in both volume and
share of spending because of their potential for relatively unobtrusive and continuing
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contact with the consumer. Banners, interstitials and sponsorships account for most of
what is included in estimates of Internet advertising currently available.

Other formats are the directories, listing sites such as “Yahoo!” where users
search for specific categories of products or services, enhanced links, which may be
purchased (enhancement stands for moving the listing to the top of the screen,
enlarging it, or highlighting it with different labels, fonts, or colors),  electronic mail,
which may be direct e-mail and sponsored e-mail. Direct e-mail is usually sent to
consumers who have requested product-related news, while sponsored e-mail is sent
to consumers who are subscribers to a specific content-focused electronic publication.

A number of other advertising formats are usually excluded from estimates of
Internet advertising, perhaps because they are not priced in the same standard unit.
Affiliate programs utilize performance-based compensation for advertising. For
example, any Web site can become an Amazon “affiliate” and establish a link to
Amazon books on its site. Barter or link exchange programs imply the trading of
links between Internet sites without any exchange of money. Bartering and trade are
estimated to account for approximately 5% of current advertising placement.

3 The Extent of the Market

U.S. online advertising revenues reached $1.709 billion in the fourth quarter of
1999 [4]. Fourth quarter 1999 revenues grew 161% over the same period in 1998, and
$497 million (40%) over the third quarter of 1999. Advertising revenues for 1999
have now hit $4.553 billion, more than doubling (141%) the revenues of 1998 (see
also figures 2-4).

Web advertising revenues are doubling each quarter and are predicted to reach $5
billion by 2000. This demonstrates the strength of the medium as it attracts
increasingly larger portions of advertiser budgets. However, on line advertising
revenues represent only a fraction, even if increasing, of advertising revenues across
all media.

The 10 leading online publishers accounted for 75 percent of total 1999 second
quarter revenues, the same as 1999 first quarter, and up from 67 percent reported for
the second quarter of 1998. The 25 and 50 leading publishers accounted for 86
percent and 90 percent of 1999 second quarter revenues respectively.

Internet advertising continues with a mix of formats being used by advertisers.
Banner advertisements are reported as the main type of advertising in the fourth
quarter of 1999, accounting for 53%. Sponsorships account for 25%, interstitials for
4%, and email for 3%, with all others at 15%.

When looking at pricing models, hybrid pricing (combination of impression-based
pricing combined with performance-based compensation) accounted for 52% of 1999
fourth quarter revenues, with CPMs or impression-based dealing at 40% and
performance-based accounting for 8% of revenues.

An effect of the rapid expansion of supply, Internet advertising prices have declined
over time. The decline of Internet cost for impression has been attributed to the
increasing oversupply of advertising space in the market. Actually, the number of
Internet sites accepting advertising has dramatically increased, as many publishers have
learned that this kind of revenue is critical for their long-term survival, in a market
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where subscriptions are difficult to generate. It has been estimated that
approximately 10% of Internet sites are trying to sell advertising space1.

The products which lead online spending during the fourth quarter of 1999 were:
consumer-related (31%), computing (16%), financial services (17%), new media
(12%) and business services (7%). The greatest share of revenue transactions (94%)
are cash-based with barter/trade and packaged deals accounting for 5% and 1% of
total revenues respectively [4].

In the first three quarters of 1998, almost 50% of Internet advertising was placed
by sellers of computer-related products and services. Nonetheless, over time there has
been a significant broadening of the advertising base on the Internet. Table 1
compares the percentages of expenditures in different media accounted for by the
major categories of Internet advertisers.

Several features of these service categories bear noting. The Internet functions as
both a communication and distribution channel for many services. Besides, the
advertised services are characterized by both search and experience attributes. The
Internet is appropriate to deliver information required to assess search attributes, and
through bulletin boards and newsgroups, it permits the exchange of consumption
experiences.  For example, automobiles, which is the dominant product category,
consist of both search and experience attributes.

The major categories of Internet advertising seem to most closely be similar to
those of newspapers – a medium in which a substantial quantities of information can
be delivered. As may be seen from Table 1, the leading advertisers in newspapers in
1998 were financial services, computers and software, automobiles and travel. Aside
from automobiles, the leading advertisers on network TV in 1998 tended to be non-
durable experience goods: toiletries, medicine, and food. As expected, experience
goods tend to be more intensively advertised than search goods. Accordingly, as the
number of people spending time on the Internet increases, we expect to see a greater
proportion of advertising for experience goods and services, particularly high-cost
items involving great amounts of pre-purchase information search. It may also be that
search goods and non-durable experience good will rely more heavily on Internet
formats such as directory listings, sponsorships, and Web sites, in order to achieve the
different goals of their Internet marketing campaigns.

4 The Optimal Choice of Advertising Quantity

4.1 Advertising and Broadcasting: Theoretical Literature

Media industries are unusual because they operate in what is called a dual product
market: media firms "offer" their products to the viewers, listeners, and readers, and
they sell access to audiences to advertisers, who try to use the proper media in order
to attract the greatest number of final customers. In particular, advertisers attempt to
select those media and vehicles whose characteristics are most compatible with the
advertised brand in reaching its target audience and conveying the intended message.

                                                          
1 The apparent infinite supply of Internet advertising space contrasts drastically with the short-

term inelasticity of supply in the television market; even newspapers face short-run
constraints on ad space.
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Advertising support changes the nature of the final product being sold and hence
the nature of final demand. In the case of radio and television broadcasting, the final
product of advertising supported broadcasters is access to audience which is sold to
advertisers. Programming is an intermediate input supplied to consumers in order to
generate an audience for the advertising. Performance in each market affects
performance in the other: the demand for the product sold depends on the willingness
of advertisers to pay for exposures to this audience, which in turn depends on the
effectiveness of the advertising.

In the last 50 years theorists have developed several hypotheses on the
relationships between market structure, product diversity and audience size in mass
media markets. Theoretical models suggest that those links are especially important in
advertising-financed broadcast programming such as radio and television.

The majority of theoretical work is mainly concerned with the diversity of
programming. In particular, a lot of attention has been devoted to analyze how an
increase of the number of the firms in the market affects the diversity of
programming. In spite of the heterogeneity of these contributes, the analytical results

can now help to explain many characteristics of broadcasting markets2.
From the point of view of a welfare analysis, the choice between pay television

and advertising supported television is a choice between second best outcomes. In
fact, under any system the marginal cost of supplying the program to an additional
viewer is almost zero. With advertising support, the per program charge per viewer is
zero, and pricing is efficient. However, the program is not broadcast unless revenues
cover the cost of producing it, a cost that is independent of the number of viewers.
Under pay television, there will be an efficiency loss because of pricing above
marginal cost (price higher than zero). Therefore the trade-off is between the failure
of advertising supported television to reflect the intensities of preference on the one
hand, and inefficient pricing on the other. In general, a mixed revenue support from
both advertising and subscription would be optimal, because it might provide a good
compromise between the lower price allowed by advertising support and the
mechanism for conveying the preferences allowed by subscription payments.

On the other hand, little has been said about how the oligopolistic interaction
between media affects the equilibrium in the advertising market. Masson et al. [7]
utilize the classic Bertrand and Cournot models in order to describe competition
between television channels for the sale of advertising time. Their analysis shows
that, under certain conditions, the quantity of advertising produced and sold in
equilibrium may be lower under duopoly than in monopoly, which is not what one
should expect in "normal" markets. As a consequence, increased competition may
lead to a higher price of advertising with the duopoly than with the monopoly.

In Kehoe [6] the choice variables of a broadcaster are the quantity of advertising,
the price of the advertising, and the amount of investments in "talent". Talent is a
variable which includes all that may increase the size of audience: good disc jockeys,
journalists, etc. The author examines only the case of a monopolistic firm, but the
model represents an improvement over the previous literature on media markets, since
in former works the cost of broadcasting was assumed equal to zero.

                                                          
2 See, for example, [1], [8], [11], [12].
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Finally, Hackner, Nyberg [3] analyze media markets by means of a Bertrand
duopoly differentiated model. Their analysis is concerned with a framework where
the media product is a private good. The results show that there exist symmetric and
asymmetric equilibria, where the latter can be interpreted as natural monopolies. The
tendency towards natural monopolies is weaker the more differentiated the products
are and the higher the quality of the product. As television and radio broadcasting are
concerned, if advertising externalities are negative, only symmetric equilibria are
feasible, while with positive externalities the public good property strengthens the
tendency towards natural monopoly. However, there are some questionable
assumptions in this model, such as positive advertising externalities.

4.2 Theoretical Literature on Internet Advertising

There is few theoretical literature on Internet advertising. The greatest part of it
belongs to marketing studies and is concerned with marketing applications of
advertising models. With respect to this approach, [5] provide a very comprehensive
survey of all reasons to advertise on the Web. They also discuss some myths and
popular wisdom concerning Internet advertising which sometimes affect marketing
studies of the new medium.

In a paper by Silk et al. [9] it is explored the substitutability between Internet
advertising and other media advertising. Their work suggests how different Internet
advertising formats compare with respect to the factors hypothesized to influence
intermedia choices. The comparisons serve to emphasize that the Internet is an
adaptive, hybrid advertising medium. The evidence reported shows that alternative
formats available on the Internet offer advertisers a great range of options with respect
to audience addressability, audience control, and contractual flexibility. This kind of
adaptability suggests that the Internet may be employed as a substitute or complement
for virtually any of the conventional media, for both national and local advertisers.

Chatterjee et al. [2], propose a model for predicting advertising click response at
an advertiser-supported Web site using “clickstream” data gathered at the individual
level. Empirical analysis of clickstream data collected over a seven month period at
an ad-supported site was used to study the effect of other advertising stimuli
encountered by the consumer during navigation and heterogeneity in within-visit and
across-visit click behavior at the Web site. The results suggest that increasing the
number of same passive ad insertions will lead to negative returns initially and level
off at higher level of exposures. The negative impact will increase with increase in
frequency of visits to the site. The publisher can accommodate many different
advertisers at the site, without adverse effects as long as a single passive ad is placed
on a page.

4.3 Advertising Supported Media: CPM Pricing Methods

Here we want to discuss the optimal choice of advertising quantity by broadcasters
(television and radio), extending the discussion to the case of Internet site publishers.
In particular, we want to analyze the different outcomes resulting from different
pricing methods: the CPM (cost for exposure) method and the “cost per action”
(clicks) method. Naturally, in television, radio and Internet, the total audience
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response function would be dependent upon various parameters, not only advertising.
Formally we have

                                                  qNi= qNi (PCi, FC, qAi, qAj)         (1)

where qNi is the number of viewers (listeners, visitors) of program (web site) i, PCi is
the production cost of program (web pages) i, FC are the fixed costs of broadcasting
(connecting the site to the web), qAi and qAj are the quantities of advertising broadcast
(shown) by i, with j�i.

Within the framework of a partial model, the audience response function may be
set up as a function of just the advertising quantity chosen by the single firm: qNi= qNi

(qAi). It seems reasonable to assume that members of the audience feel that the smaller
the number of advertising messages, the better for them. Then we have �qNi /�qAi <0.

In a market in which the only private source of revenue for broadcasting is the sale
of advertising, because of the public goods characteristic of broadcasting service, the
choice variable of the broadcaster is then the quantity of advertising or, better, the
time dedicated to advertising during the day programming or within the web pages.
The problem of i is then Max pi = pAi qAi, w.r.t. qAi, where pAi is the price paid by the
advertisers to firm i for a minute (or a banner) with advertising. The advertising price
can be expressed as pAi= pAi (CPM, qNi), where CPM is the cost for impression and qNi

is the number of viewers, listeners, readers or visitors in the case of Internet.
We are assuming that the price of advertising is a function of the size of audience:

the greater the size of audience, the higher the price paid by advertisers, e.g. �pAi /�qNi

>0.  This is a considerable simplification, since audience characteristics, such as age,

sex, and wealth also matter to advertisers.3

Also, in a competitive market the CPM (cost for impression) will be constant. So
we can write pAi(qNi)=kqNi, with k>0. The value of k�CPM is obviously determined by
demand and supply. Given that the advertisers market is not competitive but
oligopolistic, one may say that the strategies of firms will affect k. Anyway, in the
short run, and with respect to price choice, k is given, and the single firm can not
affect it too much. This characteristic seems to be confirmed by some empirical
observations.

Given this general framework we have that Max pAi qAi = Max qNi q Ai, i.e., the profit
maximizing quantity of advertising is the quantity which maximizes the number of
impressions (the product between the audience and advertising time). We can see
these relationships in figure 1, where we assume that qNi(qAi)=a-bqAi, with a, b>0. The
profit maximizing quantity of advertising is where the marginal revenue curve is zero.

We suppose that the firm faces zero production costs. Actually, there are no costs
for "producing" advertising time. The costs relate to the production of television

                                                          
3 Advertisers will want their messages to be delivered to the audiences most likely be interested

in purchasing their product or services. Advertising agencies accordingly attempt to find
programs or stations attracting the best target audience, defined by demographic, income and
ethnic mix. In addition, various methods of price discrimination between advertisers are the
norm in these markets, whereas we assume a uniform price if the size of audience is the same
for different stations. We need the simplification in the text in order to concentrate on the
advertising market.
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programs, radio programs or Internet pages, in which advertising space is then going
to be sold. In addition, these are often fixed costs, with variable costs close to zero. In
other words, we are not considering investments in quality or variety4. With linear
specifications of the audience response function, the maximization problem leads to
q*Ai = a/2b, q*Ni = a/2 and p*Ai = ka/2.

4.4 Advertising Supported Media: New Pricing Methods

Driven by advertisers’ desires for greater accountability, the pricing of Internet
advertising appears to be evolving in ways that depart from existing print and
broadcast models. Some years ago, Procter and Gamble created a stir by insisting that
Internet vehicles be paid for “click-throughs” rather than for exposures. After the
immediate uproar, this practice has become more common and has generated even
more precise measures of response: “price per action” relates charges to specific
consumer actions such as subscribing to an e-mail list or downloading software to
qualify for compensation; “cost-per-lead”, is a popular pricing option for higher-
priced services such as insurance and financial services ([10], [14]).

The implicit assumption that more passive impressions is better may not hold true
in generating advertiser-desired outcomes in the Web medium. Aggregate counts of
clickthroughs or click rates (i.e., the ratio of passive ad clicks to passive ad
impressions) are actually preferable, since they measure actual exposure to passive
ads and a commitment by the consumer to view the active advertising content5.

If we consider a method of payment of advertising space based on click-through
rates, we have that the expression above becomes pAi= pAi (qNi, qAi)=ha qNi qAi , where h
is the “cost of a click”, that we continue to assume constant given the competitive
advertising market, and a is the share of people visiting the site presumably seeing the
banner (i.e. the number of impressions) who click on the banner. The number of
clicks depends on the number of impressions, and we assume a linear relationship
between these two variables, with h>0 and 0 < a <1. The maximization problem for
the single firm becomes Max pi = ha q 2

Ai (a-bqAi). The problem leads to q*Ai = 2a/3b.
Therefore, in the case of linear audience response functions, we have that

q*A(click) > q*A(impression) .       (2)

                                                          
4 The assumption of zero production costs seems to be appropriate when we analyze the

performance in the advertising market, but is also a common assumption of program choice
analyses. In reality, in the latter case the people who select programs for stations and
networks also make decisions that affect the costs of the program they air. One would expect
that viewers will find programs with large budgets more appealing than programs with small
budgets, because program producers will spend money deriving from advertising on things
that viewers like. Spending more to get more popular performers, better program writers and
directors will generally result in a more popular program.

5 Widespread adoption by the Internet of these pricing methods portends the use of the Internet
not as a general awareness-building medium, but as a means to influence behavior directly,
much like direct marketing and quite different from television. These trends further suggest
that, not only will Internet advertising be a threat to mass media advertising because of its
higher audience targeting capability, but that it will also spur efforts to improve advertising
measurement methods by traditional media in order to remain competitive.
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This could be the reason why Web publishers refuse to adopt a method of payment
of advertising space based on click through rates: as the advertising quantity
increases, the number of visitors will decrease. But it should be noted that it is not
clear if publishers’ profits are higher with a pricing method based on the number of
exposure. It clearly depends on the form of the “visiting response function”.

5 Conclusions

The Internet has great potential as an advertising medium. The use of the World
Wide Web will improve dramatically in the coming years, and advertisers are
showing great interest in this new medium: online advertising is becoming part of
many companies marketing strategy. As a marketing medium, the Internet presents
many advantages over traditional media. With the Internet capability to target
customers, advertising it’s more efficient; with its flexibility in interacting with
customers, the web combines many functions of marketing in an organizationally
superior process.

The range of advertising formats has expanded greatly. Also, Internet is creating
new pricing methods for advertising space, and this seems to be the most innovative
and peculiar characteristic of the advertising market: pricing methods are evolving in
ways that depart from existing print and broadcast models.

In section 4, by means of an example, we have shown how different pricing
methods affect equilibrium outcomes in the advertising market. Obviously the
analysis has to be extended to consider the interaction between different firms in an
more realistic environment. The results depend on the characteristic of the audience
response function, particularly on the relationship between the number of visits at the
Web site and the quantity of advertising utilized by Web publishers. Therefore
empirical investigations are needed in order to achieve a realistic and more precise
framework in which it is possible to develop new theories for the new medium.
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Fig. 1

Fig. 2: Quarterly $ Revenue Comparisons
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Fig. 3: U.S Online Advertising Revenues (U.S. 
millions)
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Fig. 4: Online Ad Spending in Europe 1996-2002 
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Table 1: U.S. Expenditures for Advertising on the Internet and 
Selected Media (first 3 quarters 1998) 

 
 

Category 

 

Internet 

National 
Adv. in 
Major 
Media 

Network 
TV 

National 
Newspapers 

Consumer 
Magazines 

Automotive 4.5% 18.2% 15.7% 9.9% 14.1% 
Retail 2.7% 14.6% 6.4% 2.8% 3.2% 
Entertainment 5.0% 5.1% 5.2% 3.3% 3.8% 
Financial 
Services 

8.8% 4.5% 3.8% 24.4% 3.8% 

Airlines & 
Cruises 

2.8% 3.8% 1.0% 8.7% 4.3% 

Tlc 2.7% 3.5% 3.4% 3.7% 1.3% 
Computers & 
Software 

47.3% 2.8% 2.3% 14.3% 7.8% 

Direct 
Response 

7.0% 2.6% 0.2% 3.9% 8.6% 

Insurance & 
Real Estate 

1.2% 2.4% 1.4% 4.5% 1.5% 

Games, Toys, 
Hobbies 

0.8% 1.2% 1.7% 0.1% 0.5% 

Government & 
Organizations 

1.1% 1.0% 0.7% 1.5% 0.6% 

Cumulative 
Percentage of 
Total 
Expenditures 
Represented 
by these 
categories 

83.9% 59.7% 41.8% 77.1% 49.55 

 
Total $ 
Expenditures  
(Millions) 

 
$200 

 
$73,214 

 
$15,225 

 
$1,650 

 
$12,701 

Sources: Intermedia Advertising Solutions, Internet Advertising Bureau, 
Advertising Age. 
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Abstract. Agent technologies are now being considered for automating tasks
in e-commerce applications. However, conventional software agents with pre-
defined functions, but without the ability to modify behavior dynamically, may
be too limited for mediating E-Commerce applications properly, since they
cannot switch roles or adjust their behavior to participate in dynamically
formed partnerships. We have developed a Java-based dynamic agent infra-
structure for E-Commerce automation, which supports dynamic behavior modi-
fication of agents, a significant difference from other agent platforms. Sup-
ported by dynamic agents, mechanisms have been developed for plugging in
workflow and multi-agent cooperation, and for dynamic service provisioning,
allowing services to be constructed on the fly. We treat an agent as a Web ob-
ject with an associated URL, which makes it possible to monitor and interact
with the agent remotely via any Web browser. XML is chosen as our agent
communication message format. Dynamic agents can carry, switch and ex-
change domain-specific XML interpreters. In this way, the cooperation of dy-
namic agents supports plug-and-play commerce, mediating businesses that are
built on one another’s services. A prototype has been deve loped at HP Labs.

1 Introduction

This work focuses on providing a multi-agent cooperation infrastructure to support
E-Commerce automation. Before discussing our solutions, we first present a typical
E-Commerce scenario and the requirements for E-Commerce automation.

E-Commerce applications operate in a dynamic and distributed environment . An
E-Commerce scenario typically involves the following activities: identifying re-
quirements, brokering products, brokering vendors, negotiating deals, and making
purchase and payment transactions. Today, these activities are initiated and executed
primarily by humans. In the future, with the increasing automation of e-commerce,
we see them being conducted by software agents (Figure 1).

Software agents are personalized, continuously running and semi-autonomous
computational entities. They can be used to mediate users and servers to automate a
number of the most time-consuming tasks in E-Commerce [7,8]. Agents can also be
used for business intelligence , such as discovering patterns (e.g. shopping behavior
patterns or service providing patterns) and reacting to pattern changes. Moreover,

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 314−323, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000



agents can selectively preserve data and themselves become dynamic information
sources.

Figure 1:  E-Commerce automation through multi-agent cooperation

E-Commerce is also a dynamic plug and play environment .  Business processes
and agent cooperation are embedded in each other. Services need to be created dy-
namically on demand. Business partnerships (e.g. between suppliers, resellers, br o-
kers, and customers) need to be created dynamically and maintained only for the
required duration such as a single transaction. Agents need to flexibly switch roles
and adjust their capabilities to participate in such dynamic business partnerships.
Furthermore, agents may cooperate in different application domains. The dynamic
nature of E-Commerce also requires multi-agent cooperation to be based on dynamic
ontology.

 At HP Labs, we have developed a Java based dynamic agent infrastructure for E-
Commerce that supports dynamic behavior modification  of agents, a significant
difference from other agent platforms [1]. A dynamic agent does not have a fixed set
of predefined functions, but instead, it carries application-specific actions , which
can be loaded and modified on the fly. This allows a dynamic agent to adjust its
capabilities and play different roles to accommodate changes in the environment and
requirements. Through messaging, dynamic agents can expose their knowledge,
abilities and intentions, present requests and exchange objects. They can move to the
appropriate location for high-bandwidth conversation. They can also manage their
own resources across actions. Such an infrastructure supports dynamic service con-
struction, modification and movement, and allows a dynamic agent to participate in
multiple applications and dynamically formed partnerships. With these features,
dynamic agents fit well into the dynamic E-Commerce environment.

Dynamic agents are designed as Web objects. Each agent contains or connects to a
Web server, and has a dedicated Web page, accessed via a URL, on which is posted
information about the agent’s state and the tasks it is carrying.

Dynamic agents communicate using XML[5], and can dynamically load and ex-
change different ontologies and XML interpreters  for tasks in different domains.
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Finally, we introduce mechanisms for modeling and enacting agent cooperation
as workflow processes, and plugging in cooperating agents to execute tasks  of
workflow processes. In particular, dynamic service provisioning  is supported, al-
lowing workflow servers to be built on the fly.

These approaches allow us to provide a unified application carrier architecture, a
unified agent communication mechanism, unified mechanisms for data flow, control
flow, and even program flow among agents for supporting E-Commerce.

These approaches also differentiate our agent infrastructure from those that lack
dynamic modifiability of behavior [9,11] in the sense that an agent must be statically
coded and launched for doing only a fixed set of things. Our approach to providing
workflow services on the fly during multi-agent cooperation, is also unique. We
share the same view as [2,5] on the importance of XML for E-Commerce. In fact,
several agent communication languages such as FIPA[4], KQML[3], etc, have been
converted to simple XML form. However, our dynamic agents can exchange domain
specific ontology, and even XML interpreters, so as to participate in multiple appli-
cations, to switch domains, and to form dynamic partnerships.

The rest of this paper is organized as follows. Section 2 outlines the dynamic
agent infrastructure. Section 3 shows how to build agents as Web objects. Section 4
describes the use of XML messaging with dynamic ontology to support multi-agent
cooperation. Section 5 illustrates how to plug workflow processes into multi-agent
cooperation, and vice versa. Finally in section 6, some concluding remarks are given.

2    Dynamic Agents

To realize E-Commerce automation, agents need to have dynamic behavior while
maintaining their identity and consistent communication channels, as well as r e-
taining data, knowledge and other system resources to be used across applications.

It is neither sufficient for an agent to be equipped with a fixed set of application-
specific functions, nor practical for the above capabilities to be developed from
scratch for each agent. This has motivated us to develop a dynamic-agent infra-
structure [1]. The infrastructure is Java-coded, platform-neutral, light-weight, and
extensible. Its unique feature is the support of dynamic behavior modification  of
agents; and this capability differentiates it from other agent platforms and cl i-
ent/server-based infrastructures.

Figure 2: Dynamic Agent as Program Carrier

Application-specific Actions

Interface API

Agent Services

Fixed

Changeable
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A dynamic-agent has a fixed part and a changeable part (Figure 2). As its fixed
part, a dynamic-agent is provided with light-weight, built-in management facilities
for distributed communication, object storage and resource management. A dynamic
agent is capable of carrying data, knowledg, and programs as objects, and executing
the programs. The data and programs carried by a dynamic agent form its chang e-
able part. All newly created agents are the same; their application-specific behaviors
are gained and modified by dynamically loading Java classes representing data,
knowledge, and application programs. Thus dynamic agents are general-purpose
carriers of programs, rather than individual, application-specific programs.

The architecture of a dynamic agent is described in more detail below.
Built-in facilities.  Each dynamic agent is provided with several light-weight built-in
facilities for managing messaging, data and program object storage, action activ a-
tion, GUI, etc. A carried application, when started, is offered a reference to the un-
derlying built-in management facilities, and can use this reference to access the APIs
of the facilities.

A message-handler is used to handle message queues, for sending, receiving and
interpreting inter-agent messages. The interaction styles include one-way, r e-
quest/reply, and publish/subscribe (selective broadcast). Message forwarding is also
supported. An action-handler is used to instantiate and execute application programs
(Java classes). One dynamic agent can carry multiple action programs. An open-
server-handler is used to provide a variety of continuous services, which can be
started and stopped flexibly at dynamic agent run-time. A resource-handler is used
to maintain an object-store for the dynamic agent; it contains application-specific
data, Java classes, and instances, including language interpreters, addresses and any-
objects (namely, instances of any class).

Applications executed within a dynamic agent use these built-in dynamic agent
management facilities to access and update application-specific data in the object-
store, and to perform inter-agent communication through messaging.

Dynamic Behavior. Enabled by corresponding messages, a dynamic agent can load
and store programs as Java classes or object instances, and can instantiate and exe-
cute the carried programs. Within these programs, built-in functions can be invoked
to access the dynamic agent's resources, activate and communicate with other actions
run on the same dynamic agent, as well as communicate with other dynamic agents
or even stand-alone programs.

Mobility. Two levels of mobility are supported. A dynamic agent may be moved to
or cloned at a remote site. Programs carried by one dynamic agent may be sent to
another, to be run at the receiving site.

Coordination. Every dynamic-agent is uniquely identified by its symbolic name.
Similar to FIPA [4], a coordinator agent is used to provide a naming service, ma p-
ping the name of each agent to its current socket address. The coordinator itself is a
dynamic agent, with the added distinction that it maintains the agent name registry
and, optionally, resource lists. When a dynamic agent, say A, is created, it will first
attempt to register its symbolic name and address with the coordinator by sending a
message to the coordinator.  Thereafter, A can communicate with other dynamic
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agents by name.  When A sends a message to another dynamic agent whose address
is unknown to A, it consults the coordinator to obtain the address.  If A is instructed
to load a program but the address is not given, it consults the coordinator or the r e-
quest sender to obtain the address.  Each dynamic agent also keeps an address-book,
recording the addresses of those dynamic agents that have become known to it, and
are known to be alive.

In a multi-agent system, besides a naming service, other types of coordination may
be required, and these are provided either by the coordinator or by other designated
dynamic agents that provide brokering services for resources, requests and events.

Dynamic agents form a dynamic distributed computing environment for E-
Commerce. In the following sections we shall show how to take advantage of the
dynamic agent infrastructure for  E-Commerce automation.

3    Agents as Web Objects

The reach of the World Wide Web (WWW) has extended out from all varieties of
computing platforms into the domain of small appliances. Web-enabled appliances
can be monitored or interacted with remotely. We see this trend moving from har d-
ware boxes to software modules. A dynamic agent with an embedded web server can
deliver a web page to a browser on a remote computer, and this page can be used to
interact with the agent and to monitor or manage the agent remotely. The advantage
of doing so goes far beyond providing a more flexible GUI.

The main difference between treating agents as Web objects and as other Java ob-
jects is that each agent has a Web page, which is accessed via a URL. This Web page
contains information about the agent itself and about the task it is doing. With this
mechanism we can build a virtual market where clients and servers are all connected
to the Web, have Web-facing representations, and are able to offer and participate in
services on the Web.

As a Web object, an agent connected to the Internet is accessible via HTTP or
XML. This typically requires that the agent embeds, or accesses, a web server. An
agent is provided with at least one web page (HTML or XML page) that provides an
interface for it to be accessed via any browser. The agent “publishes” on that page, a
set of control, maintenance and application operations that can be accessed or i n-
voked via Web browsers.

For example, an agent carrying seller functionality has a web page that shows
what it sold, for which price, to whom, and when. The control operations can be
represented on the Web page. An authorized person can adjust the price range via
the Web page.

As with the agents’ names, the URLs of dynamic agents are maintained by the c o-
ordinator as a kind of resource in case the agents move, but the coordinator’s URL
(host + port) is left stable.

An operation request issued from a Web browser to a dynamic agent looks the
same as a traditional form request. For example, operation requests may be sent over
HTTP using the GET or POST method. In the case of a POST request, the operation
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name and argument data will be sent in the body of the request. In a standard Web
request, the arguments in the URL (including the operation name and return value)
will be URL-encoded, which is a simple text encoding scheme. More complex en-
coding schemes can be used to support integration with non-Web based systems or
for the passing of private information types. Note that inter-agent communication
using messages does not require the involvement of a Web server.  Interaction with
an agent via a Web browser can easily interface to agent communication messaging
facilities. For example, such a facility may be configured as a programmatic gateway
supported on a Web server, which is easy to do by specifying the corresponding
MIME table.

4    Multi-agent Cooperation with XML Messaging

Autonomous agents cooperate by sending messages and using concepts from a
domain ontology. A standard message format with meaningful structure and sema n-
tics, and a mechanism for agents to exchange ontologies and message interpreters,
are key issues. The message format should be accepted not only by the agent research
community, but should be an industry standard that is likely to be adopted by infor-
mation providers.

4.1    Document-driven Agent Cooperation

The extensive markup language, XML, is fast becoming the standard for data inte r-
change on the Web. We chose XML, therefore, as the primary message format for
dynamic agent communication.

In fact, an XML document is an information container for reusable and custom-
izable components, which can be used by any receiving agent. This is the foundation
for document-driven agent cooperation. By making the Web accessible to agents with
XML, the need for custom interfaces for each consumer and supplier will be elimi-
nated. Agents may use an XML format to explain their BDI, defining new performa-
tives in terms of existing, mutually understood ones. Based on the commonly agreed
tags, agents may use different style DTDs to fit the taste of the business units they
mediate. Further, a dynamic agent can carry an XML front-end to a database for data
exchange, where both queries and answers are XML encoded.

The power of XML, the role of XML in E-Commerce, and even the use of XML
for agent communication, have been recognized. Although XML is well structured
for encoding semantically meaningful information, it must be based on the ontology.
As ontology varies from domain to domain, and may even be dynamic for dynami-
cally formed domains.  A significant issue is how to exchange the semantics of do-
main models, and how to interpret messages differently in different problem do-
mains.

Generally speaking, a domain ontology provides a set of concepts, or meta-data,
that can be queried, advertised and used to control the behavior of cooperating
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agents. These concepts can be marked using XML tags, and then a set of commonly
agreed tags, underlie message interpretation. The structures and the semantics of the
documents used in a particular problem domain are represented by the corresponding
DTDs and interpreters.

We use different languages, all in XML format, for different problem domains,
such as product ordering, market analysis, etc. Accordingly, we use an individual
interpreter for each language. Dynamic agents can exchange the DTDs together with
documents, and exchange the corresponding interpreters as programming objects, in
order to understand each other.

4.2    DTD based Program Generation

Since information sources are evolving, it is unlikely that we can use fixed programs
for information accessing and processing. Our solution is to let a dynamic agent
carry program tools that generate XML oriented data access and processing pr o-
grams based on DTDs. A DTD (like a schema) provides a grammar that tells which
data structures can occur, and in what sequence. Such schematic information is used
to automatically generate programs for basic data access and processing, i.e. creating
classes that recognize and process different data elements according to the specifica-
tion of those elements. For example, from an XML document including tag
UNIT_PRICE, it is easy to generate a Java method “getUnitPrice”, provided that the
meanings of tags are understood, and an XML parser is appended to the JDK
classpath. The XML parser we use is the one developed by Sun Microsystems that
supports SAX (Simple API for XML) and conforms to W3C DOM (Document Ob-
ject Model [2]).

The advantage of automatic program generation from DTDs, is allowing tasks to
be created on the fly, in order to handle the possible change of document structures.
Thus for example, when a vendor publishes a new DTD for its product data sheet,
based on that DTD, an agent can generate the appropriate programs for handling the
corresponding XML documents. Agents use different programs to handle data pr o-
vided by different vendors.

4.3    Ontology Model Switching

Different application domains have different ontology models, with different agent
communication languages and language interpreters, although they are in XML
format. In a particular application domain, agents communicate using domain sp e-
cific XML language constructs and interpreters.

In our implementation, a dynamic agent can participate in multiple applications.
It communicates with other agents for the business of one domain, say Da, using Da’s
language and language interpreter; for the business of another domain, say Db, using
Db’s language and language interpreter. A dynamic agent can carry multiple inte r-
preters. It switches application domains and ontologies by switching the DTD’s and
interpreters it uses.
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We load an interpreter, say, xml_shopping, to an agent by sending it a message:

  <MESSAGE type=”LOAD” from=“A” to=“B” interpreter=“xml.default”>
     <CONTENT> <LOAD_INTERPRETER
         class=”da.XMLshoppingInterpreter” url=”file:host.hp.com/Dmclasses”>
               xml_shopping
       </LOAD_INTERPRETER> </CONTENT>
  </MESSAGE>
Supporting the switching of problem domains and handling dynamic ontology, are

the key mechanisms we use to approach the dynamic requirements of E-Commerce.

5    Multi-agent Cooperation with Plug-in Workflow Support

Workflow systems provide flow control for business process automation.  Business
processes often involve multilevel collaborative and transactional tasks. Each task
represents a logical piece of work that contributes to a process. A task at leaf-level is
performed by a role. A role is filled at run-time with a user or a program. Business
processes may be considered as a kind of multi-agent cooperation [6], in the sense
that a software agent can be used to fill a role for performing a task in a workflow,
and workflow can be used to orchestrate or control the interactions between agents.
However, many related activities in E-Commerce automation do not form synchro-
nized, traditional workflow, but require more dynamic agent cooperation. In order to
combine the strength of workflow and agent cooperation for supporting E-
Commerce, it is necessary to understand their relationship and differences.

First, workflow supports task integration with pre-defined flow control. In con-
trast, agent cooperation is more dynamic, flexible, and decentralized. Focusing on a
general goal, the task performed by agents may be dynamically selected, depending
on the run-time situation such as the results of previous tasks. For example, choosing
a purchase task depends on the results of negotiation with multiple seller agents, and
the negotiation itself is a cooperative, asynchronous multi-agent process.

Next, the role of a software agent played in E-Commerce automation should be
closer to that played by a human user (rather than a program) in the workflow co n-
text. In conventional workflow, a program task has a designated execution life span ,
it exists only during the execution time, and cannot receive messages before and after
that task. On the contrary, a human user has memory and knowledge, and can work
across multiple tasks and multiple business processes, even simultaneously. These
properties are required for cooperative software agents. As a simple example, a buyer
agent may simultaneously participate in several business partnerships with different
vendors and brokers.

Our conclusion is that agent cooperation and workflow cannot replace each other,
but may plug into each other.

Plugging Multi-agent Cooperation into a Workflow. By this we mean that a par-
ticular part of the workflow process,  such as a single task, may be accomplished by
multiple agents working cooperatively. As an example, a purchase task may include
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bargain search and negotiation involving multiple agents. Such activities are handled
by autonomous agents rather than under centralized workflow control.  As another
example, task reallocation among self-interested agents aimed at balancing wor k-
load, is also not centrally controlled. These tasks are performed through multi-agent
cooperation.

Our dynamic agent infrastructure is suitable for plugging agent cooperation into
workflow.  This is because a dynamic agent is not simply a task, but a carrier of
tasks that represents steps of a business process. Compared with a normal task, a
dynamic agent is a continuous running object with persistent communication channel
and knowledge across tasks and processes. In these aspects a dynamic agent can
behave more similar to a human user than to a normal program task. This allows, for
example, an auction agent to use the above capabilities to combine requests from
multiple buyers, and to make intelligent decisions by cooperating with other agents.
From the workflow point of view, “selling items by auction” may be considered a
single task, but it actually involves multi-agent cooperation.

Plugging in Workflow to Multi-agent Cooperation. Multi-agent cooperation is
more general than workflow. However, in some cases there exists a need for
workflow support, in order to synchronize agent cooperation[6]. Particularly, the
transactional workflow features such as ACID and failure recovery, may be required.

Dynamic Workflow Service Provisioning. The most promising feature of plugging
workflow in agent cooperation is not launching a process to be executed by a stand-
by workflow server, but establishing workflow services on the fly.

In statically structured distributed systems, service is provided by stationary serv-
ers. The introduction of dynamic agents can liberate service provisioning from such a
static configuration. Given the underlying support for communication, program-flow,
action-initiation, and persistent object storage, dynamic agents can be used as the
"nuts and bolts" to integrate system components on the fly, and thus to provide serv-
ices dynamically. Consider the following scenario. Some agents watch inventory and
sales trends. Other agents watch supply chain changes. When an agent, say A, that
correlates information from multiple sources, discovers an inventory shortage, it
configures a purchase process, order_proc to order new products. This job includes
two general steps: A first downloads and sets-up a workflow engine on the fly, and
then sends it order_proc for execution. This process involves multiple tasks on re-
mote sites, performed by agents as well as human users. After the process is com-
pleted, the dynamic workflow servers may be shut down, or even removed from the
carrying dynamic agents.

6    Conclusions

E-Commerce is a dynamic, distributed, and a plug and play environment for which
we expect software agent-based technologies to become increasingly important.
However, agents with static capability are not really suitable for the highly dynamic
E-Commerce applications.

322 Q. Chen et al.



In this paper we presented our solutions for E-Commerce automation using a dy-
namic agent infrastructure. Dynamic agents are carriers of application programs,
they can be loaded with new functions, change behavior dynamically, and exchange
program objects. As a result, dynamic agents can switch roles, participate in multiple
problem solving domains, and form dynamic partnerships. With these features, we
have developed mechanisms for plugging workflow and multi-agent cooperation into
each other. In particular, we support dynamic workflow service provisioning, allow-
ing workflow servers to be built on the fly. XML is chosen as our agent communica-
tion message format. Since different problem domains have different underlying
ontology, we allow agents to communicate with domain specific languages (all in
XML format) and act using corresponding interpreters.

A very practical and significant development is to build our dynamic agents as
Web objects, which allows them to be monitored, accessed and controlled remotely in
a unified way. This mechanism represents two steps towards the virtual marketplace,
mediating physical resources with agents, and mediating agents via the Web.
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Abstract. This paper develops a theoretical framework for modeling
and managing XML documents by employment of Declarative Descrip-

tion (DD) theory. In the framework, the de�nition of an XML element

is formally extended by incorporation of variables in order to represent
inherent implicit information and enhance its expressive power. An XML
document - a set of XML elements - is simply modeled as an XML declar-

ative descriptionwhich consists of object descriptions, representing XML
elements in the document, and relationship descriptions, specifying rela-
tionships among the elements as well as integrity constraints. DTDs and
complex queries can also be expressed and evaluated.

1 Introduction

Modeling and managing XML [8] data have several challenges. An obvious dif-
�culty is that XML is considered as a variation of semistructured data - data
that may be varied, irregular and unrestricted to any particular schema. An
XML document must only be well-formed but need not conform to a partic-
ular Document Type De�nition (DTD). Mapping of semistructured data into
well-de�ned and highly-structured schemas, such as those in the relational and
object-oriented models, often requires a lot of e�orts and frequent schema modi-
�cations. This diÆculty has obstructed the use of relational and object-oriented
approaches to XML data modeling. Therefore, development of an appropriate
and eÆcient data model for XML documents has become an active research area.
Major current models are based on directed edge-labeled graphs [7, 9, 10, 13, 16],
hedge automaton theory [14,15] and functional programming [12].

A declarative description data model for XML documents is developed by
employment of Declarative Description (DD) theory [1{3], which has been de-
veloped with generality and applicability to data structures of a wide variety of
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domains, each characterized by a mathematical structure, called a specialization

system. An appropriate specialization system for XML elements is formulated
and a framework for their representation, computation and reasoning is con-
structed. XML elements de�ned in this paper can represent both explicit and
implicit information through the employment of variables. Conventional XML el-
ements are directly represented in the proposed model as ground (variable-free)
XML elements, with no translation needed. An XML declarative description

(XML-DD) comprises a set of XML elements, called object descriptions (ODs),
and a (possibly empty) set of their relationships, called relationship descriptions

(RDs). The meaning of such an XML-DD will not only yield all the explicit
information, represented in terms of ODs, but will also include all the implicit
information derivable by application of the RDs to the set of ODs, whence com-
plex queries about both kind of information can be formulated and executed
[6].

RDs not only represent relationships among XML elements, but can also
be used to de�ne integrity constraints that are important in a document, such
as data integrity, path and type constraints [10]. Moreover, in order to restrict
XML elements to only those that satisfy a given DTD, a simple and e�ective
mechanism is to directly map the DTD into a corresponding set of RDs for
checking the validity of an element with respect to the DTD [5].

Sect. 2 reviews major approaches to modeling semistructured/SGML/XML
documents, Sect. 3 develops a declarative description data model for XML doc-
uments, Sect. 4 presents approaches to modeling XML documents and their
DTDs, Sect. 5 outlines how to formulate and evaluate queries, and Sect. 6 draws
conclusions and presents future research directions.

2 Review of Data Models for
Semistructured/SGML/XML Documents

Three important approaches to modeling semistructured/SGML data before
1995, i.e., traditional information retrieval, relational model and object-oriented

approaches, have been reviewed in [19]. This section reviews the more recent
ones which are based on graphs, hedge automaton theory and functional pro-
gramming.

In graph-based models, an XML document is mapped into a directed, edge-
labeled graph [7,9, 10,13, 16] consisting of nodes and directed edges, which, re-
spectively, represent XML elements in the document and relationships among
the elements, e.g., element-subelement and referential relationships. Although
a graph-based model provides an e�ective and straightforward way to handle
XML documents, it exhibits a diÆculty in restricting a document to a given
DTD. The proposal [7], for instance, only provides a way to query XML docu-
ments but does not facilitate a means of representing the structure imposed by
a DTD. A substantial extension to the model is required to overcome this dif-
�culty. For example, by application of �rst-order logic theory, the proposal [10]
has incorporated the ability to express path and type constraints for speci�cation
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of the document structure; the integration of these two di�erent formalisms also
results in an ability to reason about path constraints.

Employing hedge automaton theory [14] (aka. tree automaton and forest au-

tomaton theory), developed by using the basic ideas of string automaton theory,
the proposals [15] have constructed an approach to formalizing XML documents
and their DTDs. A hedge is a sequence of trees or, in XML terminology, a se-
quence of XML elements. An XML document is represented by a hedge and
a set of documents conforming to a DTD by a regular hedge language (RHL),
which can be described by a regular hedge expression (RHE) or a regular hedge

grammar (RHG). By means of a hedge automaton, one can validate whether a
document conforms to a given RHG (representing some particular DTD) or not.

A functional programming approach to modeling XML documents and for-
malizing operations upon them has been developed in the proposal [12] by in-
troduction of the notion of node as its underlying data structure. An algebra
for XML queries, expressed in terms of list comprehensions in the functional
programming paradigm, has also been constructed. Using list comprehensions,
various kinds of query operations, such as navigation, grouping and joins, can
be expressed. However, this approach has considerable limitations as it does not
possess an ability to model a DTD, whence a mechanism for verifying whether
a document conforms to a given DTD or not is not readily devised.

3 Declarative Description Data Model for XML

Documents

XML declarative description (XML-DD) theory, which has been developed by
employment of Declarative Description (DD) theory [1{3] and serves as a data
model for XML documents [4], is summarized.

In XML-DD theory, the de�nition of an XML element is formally extended
by incorporation of variables in order to represent inherent implicit information
and enhance its expressive power. Such extended XML elements, referred to as
XML expressions, have similar form as XML elements except that they can carry
variables. The XML expressions without variable will be precisely called ground

XML expressions or XML elements, while those with variables non-ground XML

expressions.
There are several kinds of variables useful for the expression of implicit in-

formation contained in XML expressions: name-variables (N-variables), string-
variables (S-variables), attribute-value-pair-variables (P-variables), expression-
variables (E-variables) and intermediate-expression-variables (I-variables). Ev-
ery variable is preceded by '$' together with a character specifying its type,
i.e., '$N', '$S', '$P', '$E' or '$I'.

Intuitively, an N-variable will be instantiated to an element type or an at-
tribute name, an S-variable to a string, a P-variable to a sequence of attribute-
value pairs, an E-variable to a sequence of XML expressions and an I-variable to
a part of an XML expression. Such variable instantiations are de�ned by means
of basic specializations, each of which is a pair of the form (var, val), where var
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is the variable to be specialized and val a value or tuple of values describing the
resulting structure. There are four types of basic specializations:

i) rename variables,
ii) expand P- or E-variables into sequences of variables of their respective types,
iii) remove P-, E- or I-variables, and
iv) instantiate variables to some values corresponding to the variables' types.

Let AX denote the set of all XML expressions, GX the subset of AX com-
prising all ground XML expressions in AX , CX the set of basic specializations
and �X : CX ! partial map(AX ) the mapping from CX to the set of all partial
mappings on AX which determines for each c in CX the change of elements in
AX caused by c. Let �X = hAX ;GX ; CX ; �X i be a specialization generation sys-

tem, which will be used to de�ne a specialization system characterizing the data
structure of XML expressions and sets of XML expressions.

Let V be a set of set variables, A = AX [ 2 (AX[V ), G = GX [ 2 GX , C =
CX [(V �2 (AX[V )), and � : C ! partial map(A) the mapping which determines
for each basic specialization c in C the change of elements in A caused by c.

In the sequel, let � = hA;G;S; �i be a specialization system for XML expres-

sions with at sets, where S = C� and � : S ! partial map(A) such that

�(�)(a) = a, where � denotes the null sequence and a 2 A,
�(c:s)(a) = �(s)(�(c)(a)), where c 2 C; s 2 S and a 2 A.

Elements of S are called specializations. Note that when � is clear in the context,
for � 2 S, �(�)(a) will be written simply as a�.

The de�nition of XML declarative description together with its related con-
cepts can be given in terms of � = hA;G;S; �i. An XML declarative description
(simply referred to as an XML-DD) on � is a set of descriptions, each having
the form

H  B1; B2; :::; Bn: (1)

where n � 0, H is an XML expression in AX and Bi an XML expression in AX ,
a constraint or a set-of reference on � . Such a description, if n = 0, is called an
object description or an OD, and, if n > 0, a relationship description or an RD.

A constraint on � is a formula q(a1; : : : ; an), where q is a constraint predicate
and ai an element in A. Given a ground constraint q(g1; : : : ; gn); gi 2 G, its truth
and falsity is assumed to be predetermined.

A set-of reference on � is a triple r = hS; fx;a; P i of a set S 2 2 (AX[V ), a
set-of function fx;a, and an XML declarative description P , which will be called
the referred description of r. Given x; a 2 AX , a set-of function fx;a can be
de�ned as follows: For each X 2 2GX ,

fx;a(X) = fx� 2 GX ja� 2 X; � 2 C�Xg: (2)

In other words, for each X 2 2GX ; x� 2 fx;a(X) i� there exists � 2 C�X such that
a� and x� are ground XML expressions in X and GX , respectively. Intuitively,
a and x are used, respectively, to de�ne the condition for the construction of
a set and to determine the elements comprising that set, i.e., x� 2 fx;a(X) i�
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<!ELEMENT Person (Name, BirthYear, Parent?)>

<!ATTLIST Person ssn ID #REQUIRED

gender (Male | Female) #REQUIRED>

<!ELEMENT Name (#PCDATA)>

<!ELEMENT BirthYear (#PCDATA)>

<!ELEMENT Parent EMPTY>

<!ATTLIST Parent father IDREF #IMPLIED

mother IDREF #IMPLIED>

Fig. 1. An XML DTD example

a� 2 X. The objects a and x will be referred to as �lter and constructor objects,
respectively.

Given a specialization � 2 S, application of � to a constraint q(a1; : : : ; an)
yields the constraint q(a1�; : : : ; an�), to a reference hS; fx;a; P i the reference
hS; fx;a; P i� = hS�; fx;a ; P i and to a description (H  B1; B2; : : : ; Bn) the
description (H�  B1�; B2�; : : : ; Bn�). The head of a description D will be
denoted by head(D) and the set of all objects (XML expressions), constraints
and references in the body of D by object(D), con(D) and ref(D), respectively.
Let body(D) = object(D) [ con(D) [ ref(D).

Given an XML-DD P , its meaning,M(P ) is the set of all the ground XML
expressions that can be derived from the descriptions in P . Intuitively, given
a description D = (H  B1; B2; : : : ; Bn) in P , for every � 2 S that makes
B1�; B2�; : : : ; Bn� true with respect to the meaning of P , the expression H� will
be derived and included in the meaning of P .

4 Modeling XML Documents and DTDs

4.1 XML Document Modeling

A conventional XML element is represented directly as a ground XML expres-
sion in GX . A class of XML elements sharing certain similar components and
structures can also be represented as an XML expression with variables. These
variables are used to represent unknown or similar components (which could be
tag names, attribute-value pairs, subexpressions or nesting structures) shared
by the elements in the class.

A collection of XML documents can be modeled by an XML-DD consisting
of ODs and RDs. The meaning of such an XML-DD yields all the directly repre-
sented XML elements in the document collection, i.e., those expressed by ODs,
together with all the derived ones, which may be restricted by constraints.

Example 1. Let P be an XML-DD which represents an XML document encoding
demographic data and conforming to the DTD given in Fig. 1. Assume that such
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a document contains three Person elements and P comprises the following seven

descriptions, denoted by D1 �D7:

D1: <Person ssn="99999" gender="Male">

<Name>John Smith</Name>

<BirthYear>1975</BirthYear>

<Parent mother="55555"/>

</Person>  .

D2: <Person ssn="55555" gender="Female">

<Name>Mary Smith</Name>

<BirthYear>1950</BirthYear>

<Parent father="11111"/>

</Person>  .

D3: <Person ssn="11111" gender="Male">

<Name>Tom Black</Name>

<BirthYear>1920</BirthYear>

</Person>  .

D4: <Ancestor ancestor=$S:Father descendent=$S:Person/>

 <Person ssn=$S:Person $P:PersonAttr>

$E:Subexpression

<Parent father=$S:Father $P:ParentAttr/>

</Person>.

D5: <Ancestor ancestor=$S:Mother descendent=$S:Person/>

 <Person ssn=$S:Person $P:PersonAttr>

$E:Subexpression

<Parent mother=$S:Mother $P:ParentAttr/>

</Person>.

D6: <Ancestor ancestor=$S:Father descendent=$S:Desc/>

 <Ancestor ancestor=$S:Anc descendent=$S:Desc/>,

<Person ssn=$S:Ancestor $P:PersonAttr>

$E:Subexpression

<Parent father=$S:Father $P:ParentAttr/>

</Person>.

D7: <Ancestor ancestor=$S:Mother descendent=$S:Desc/>

 <Ancestor ancestor=$S:Anc descendent=$S:Desc/>,

<Person ssn=$S:Anc $P:PersonAttr>

$E:Subexpression

<Parent mother=$S:Mother $P:ParentAttr/>

</Person>.

Descriptions D1 �D3 represent Person elements in the document; Descriptions

D4 � D7 derive ancestor relationships among the individuals in the collection.

Descriptions D4 and D5 specify that both father and mother of an individual

are ancestors of such individual. Descriptions D6 and D7 recursively specify that

the father and the mother of an individual's ancestor are also the individual's

ancestors. This ancestor relationship represents an example of complex, recursive

relationships which can be simply expressed in the proposed approach. ut
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4.2 XML DTD Modeling

An XML DTD is represented, in the proposed approach, as an XML-DD com-
prising a set of RDs [5]. Such RDs, referred to as DTD-RDs, are obtained di-
rectly from translating each of the element type and attribute-list declarations
contained in the DTD into a corresponding set of DTD-RDs and then combining
these sets together.

The head expression of such a DTD-RD only imposes the general structure
of its corresponding element type and merely speci�es the valid pattern of the
associated attribute list. Restrictions on the element's content model, e.g., de-
scriptions of valid sequences of child elements, and on its associated attribute
list, e.g., attribute type and default value constraints, are de�ned by appropriate
speci�cations of constraints and XML expressions in the DTD-RD's body. An
XML expression contained in a DTD-RD's body will be further restricted by the
DTD-RDs the head of which can be matched with that XML expression.

An XML element is valid with respect to a given DTD, if such element can
successfully match the head of some DTD-RD translated from the DTD and all
the restrictions speci�ed in the body of such a DTD-RD are satis�ed.

Example 2. This example demonstrates a translation of the DTD given in Fig. 1,
which will be referred to as myDTD, into a corresponding set of DTD-RDs:

V1: <myDTD Person>

<Person ssn=$S:SSN gender=$S:Gender>

<Name>$S:Name</Name>

<BirthYear>$S:BirthYear</BirthYear>

$E:Parent

</Person>

</myDTD Person>

 <myDTD Parent>

$E:Parent

</myDTD Parent>,

IsMemberOf(<Value>$S:Gender</Value>,

f<Value>"Male"</Value>,
<Value>"Female"</Value>g).

V2: <myDTD Parent>

<Parent father=$S:FatherSSN $P:MotherAttr/>

</myDTD Parent>

 <myDTD Parent>

<Parent $P:MotherAttr/>

</myDTD Parent>,
V3: <myDTD Parent>

<Parent mother=$S:MotherSSN/>

</myDTD Parent>  .
V4: <myDTD Parent>

<Parent/>

</myDTD Parent>  .
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V5: <myDTD Parent>

</myDTD Parent>  .

Description V1 imposes restrictions on the Person element. The head expres-
sion of V1 speci�es that every conforming Person element must contain ssn and
gender attributes as well as Name and BirthYear elements as its �rst and second
subelements, respectively. The only restriction on Name and BirthYear elements
stating that their contents must be textual data is simply represented by the
S-variables $S:Name and $S:BirthYear, respectively, and is de�ned within the
restrictions on the Person element, i.e., within the head of V1. The E-variable
$E:Parent is de�ned such that, following the Name and BirthYear subelements,
a Person element can optionally contain a Parent element. The myDTD Parent

element contained in the body of V1 speci�es that such Parent subelement will
be further restricted by the descriptions the heads of which are myDTD Parent

expressions, i.e., descriptions V2 � V5.
The constraint IsMemberOf enforces that the value of the gender attribute,

represented by $S:Gender, must be either "Male" or "Female".
Moreover, it should be noted that since validation of uniqueness and ref-

erential integrity constraints de�ned by means of attributes of types ID and
IDREF/IDREFS, respectively, requires additional concepts of id and idref/idrefs
references [5] which are beyond the scope of this paper, this example omits val-
idation of such constraints.

Descriptions V2�V5 can be interpreted in a similar way as description V1. ut

5 Query Processing

As details of the query formulation and evaluation based on the proposed data
model are available in [6], this section merely sketches the basic ideas.

A query is formalized as an XML-DD, comprising one or more RDs, called
query RDs. Each query RD is written as a description D, where head(D) de-
scribes the structure of the resulting XML elements, object(D) represents some
particular XML documents or XML elements to be selected, con(D) describes
selection criteria and ref(D) constructs sets or groups of related XML elements
to be used for computing summary information. This syntax intuitively sepa-
rates a query into three parts: a pattern, a �lter and a constructor, where the
pattern is described by object(D), the �lter by con(D) and ref(D), and the
constructor by head(D). The �ve basic query operations [11, 17, 18]: extraction,
selection, combination, transformation and aggregation, can be formulated [6].

Given an XML-DD P specifying a collection of XML documents together
with their relationships, a query represented by an XML-DD Q is evaluated by
transforming the XML-DD (P [Q) successively until it becomes the XML-DD
(P [Q0), where Q0 consists of only ground object descriptions. In order to guar-
antee that the answers to a given query are always preserved, only semantics-

preserving transformations or equivalent transformations [1{3] will be applied
in every transformation step. The equivalent transformation is a new compu-
tational model which is considered to be more eÆcient than the inference in
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the logic paradigm and the function evaluation in the functional programming
paradigm. The unfolding transformation, a widely used program transformation
in the conventional logic and functional programming, is a kind of equivalent
transformation.

Example 3. Referring to XML-DD P of Example 1, a query which lists the names
of all the John Smith's ancestors can be formulated as:

D: <JohnAncestor>$S:Name<JohnAncestor/>

 <Person ssn=$S:JohnSSN $P:JohnAttr>

<Name>John Smith</Name>

$E:JohnSubExp

</Person>,

<Ancestor ancestor=$S:Anc descendent=$S:JohnSSN/>,

<Person ssn=$S:Anc $P:AncAttr>

<Name>$S:Name</Name>

$E:AncestorSubExp

</Person>.

By means of unfolding transformation, XML-DD (P [fDg) can be successively
transformed into XML-DD (P [ fD0; D00g), where

D0: <JohnAncestor>Mary Smith<JohnAncestor/>  .
D00: <JohnAncestor>Tom Black<JohnAncestor/>  .

Since M(P [ fDg) = M(P [ fD0; D00g) and the heads of D0 and D00 are the
only JohnAncestor elements in M(P [ fD0; D00g), such elements are the only
answers to the query. ut

6 Conclusions

This paper has proposed and developed an expressive, declarative framework
which can succinctly and uniformly model XML elements/documents, integrity
constraints, element relationships, DTDs as well as formulate queries. By in-
tegrating the framework with an appropriate computational model, e.g., the
Equivalent Transformation (ET), one will be able to eÆciently manipulate and
transform XML documents, evaluate queries, and validate XML data against
some particular DTDs. The framework, therefore, provides a foundation for rep-
resentation and computation of as well as reasoning with XML data.

A Web-based XML processor which can help demonstrate and evaluate the
e�ectiveness of the proposed framework has been implemented using ETC - a
compiler for programming in ET paradigm. The system has been tested against
a small XML database and preliminary good performance is obtained; and a
more thorough evaluation with a large collection of XML documents is under-
way. Other interesting future plans include development of indexing and query
optimization techniques for XML document databases.
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Abstract. Application Service Providers (ASPs) are changing the way
software is being used and distributed. Using ASP technology, users do
not have to own software anymore, nor do they have to install it on
their local computing environment to use it. Instead, the software is
installed by the ASP on some remote server that also performs the nec-
essary data management. Customers use the software via the Internet
and pay a usage fee, where applicable. Our longer-term vision is an open
ASP marketplace where anybody can offer their software modules with
little technical and administrational overhead. This paper presents an
XML/XSL-based approach to support this paradigm. In order to make
software available for ASP-style execution, providers only need to write
a simple XML wrapper that states the location and the input/output
specifications of the module. We also propose a new XSL command to
control software execution and we discuss its possible integration into
the current XSL standard.

1 Introduction

Up to now, most of the information published on the World Wide Web is pre-
sented in the form of static pages. However, dynamic documents that involve the
execution of programs are quickly becoming more popular. Typical technologies
used in this context include the Common Gateway Interface (CGI) for server-
based execution, and Java applets for client-based execution. For more complex
applications, the use of an object request broker architecture, such as CORBA,
may be advantageous.

Server-based approaches have recently become very popular under the label
Application Service Provider (ASP). Using ASP technology, users do not have
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to own their software anymore, nor do they have to install it on their local com-
puting environment in order to use it. Instead, the software is installed by the
ASP on some remote server that also manages the required data management.
Users (“consumers”) use the software (the “service”) via the Internet and pay for
each individual usage (“software leasing”). Typical services amenable to the AS-
P paradigm include linear optimization programs, enterprise resource planning
(ERP) systems, visualization tools, or statistical software packages.

Let us consider a simple example. John, a Ph.D. student, has developed a
complex mathematical method for the analysis and forecasting of stock quotes.
First experiments yield encouraging results. John may decide to make his method
publicly available, i.e. to become a computational service provider. He may use
an ASP to register his method; as a result it is immediately visible to a large
group of potential customers and it will be indexed by a variety of search engines.
On the other hand, there is Susan who is always interested in new techniques
to optimize her private portfolio strategy. Browsing or searching the web (e.g.
by using a mainstream search engine), Susan one day comes across a link to the
ASP, in particular its large selection of financial analysis and forecasting services
including John’s method. With a few operations, Susan can test this method
on some of her own portfolio data. Because Susan uses a standard format to
manage her portfolio (e.g. Excel or Yahoo Finance), required data conversions
are performed automatically by the system. The portfolio data is sent to John’s
computer and fed into the method. After the computation has finished, the
results are sent back to Susan, who then pays the applicable fee for using this
service.

The ASP paradigm offers some major advantages for both service consumers
and service providers. Consumers do not need to provide a local computing in-
frastructure to run the software in question. Moreover, they avoid the burden
that is usually associated with installing and maintaining somebody else’s soft-
ware. Costs are variable, i.e., they correspond to the frequency and intensity of
utilization. Providers maintain more control over who uses their software and
which version and service level users request. They extend their potential mar-
ket to customers who do not have the financial or technical means to install the
software locally. And finally, they can cut distribution costs by reducing their
sales force and hotline personnel.

Regardless which technology is used, however, there still exist considerable
limitations concerning the creation and use of dynamic documents and services.
Both CGI and Java are difficult to handle for a non-expert user, and services
based on this techniques are relatively difficult to implement. Java applets are
slow, and the technology does not extend to software written in languages oth-
er than Java. Both CGI and Java applets usually handle their data input using
HTML forms, which restricts the volume and complexity of input data. The flex-
ible combination and reconfiguration of multiple program modules in order to
implement more complex functionalities is rarely possible, unless one integrates
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the modules in an object request broker (ORB) architecture. The implementa-
tion and use of an ORB architecture, however, is anything but trivial. Major
investments in hardware, software and human expertise are necessary to imple-
ment an infrastructure such as CORBA and to integrate new software modules
into such an infrastructure.

In order to have a truly open electronic market for computational services,
posting and using services has to be much easier than it is with the techniques
described above. In fact, it should be no more difficult than posting or reading a
web page, and no major skills in web programming should be required. Market
entry could thus be easy for anybody who has some interesting software to offer.
Our longer-term vision is an open ASP marketplace where anybody can offer
their software modules with little technical and administrational overhead.

In this paper, we present some XML- and XSL-based techniques to facilitate
the registration of new services on such an open marketplace. After a short
overview of XML, Section 2 describes our proposed architecture. We show how
providers can declare a new application service, how consumers can then execute
this service and how it can be chained to other services. Section 3 compares
our method to other XML-based approaches to ASP, including XML-RPC, a
variation of the classical Remote Procedure Call (RPC) protocol, and MMM, a
middleware for method management. Section 4 is devoted to possible extensions
of our architecture.

2 An XML/XSL-based Architecture for Open ASP
Marketplaces

2.1 Overview

The main active feature of classic HTML concerns the possibility to link one
document to another one, based on browsers’ ability to interpret an HREF tag.
When SUN Microsystems proposed Java, the key idea was to allow the execu-
tion of programs on the client’s computer and to display the result inside the
output of an HTML page. This was made possible by a new tag called APPLET.
Considering ASP as a new class of web services in this tradition, we propose to
add a new type of tag, which controls the execution of remote software. Given
recent developments, it makes more sense to explore such an extension in the
context of XML rather than HTML.

The eXtensible Markup Language (XML) is a subset of SGML, the Standard
Generalized Markup Language, defined by the W3C1. It uses markup tags like
HTML, while strictly separating content from presentation. The XML file repre-
sents the content and an XSL [8] file describes how to display this content. The
1 World Wide Web Consortium, http://www.w3c.org/
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combination of these two files produces a document in whatever format (HTML,
TEX, Java, ...) has been specified in the presentation file.

For example, let us consider a company that has chosen XML to represent
its product list. With two different XSL files, the company can then use this
XML-based list to produce a postscript-based printed catalog and an HTML-
based web presentation. This shows one of the key features of XML: to associate
any content with any kind of presentation format, depending on the particular
requirements of the application.

However, the use of XML/XSL is not restricted to the representation and
presentation of data sets. Services (also called “methods”) can also be described
using this framework. If one chooses XML/XSL for this purpose, one may as well
control the execution of services with these tools. To this end, service providers
will be expected to write XML-based descriptions of their offerings, and con-
sumers will have to describe their input data sets in the same manner.

Figure 1 shows a possible XML/XSL-based interaction between providers
and consumers. Here the provider (dark shading) makes a service available by
writing an XML Document Type Description (DTD). Consumers (light shading)
write XML files to control the execution. They may also rewrite an XSL file if
they want to display the result differently.

XML file including data
and the service name

User Service provider

Parsing

Execution of the service

XML tree
Data sent Result Final result

(mostly an HTML file)

Grammar of
the service (DTD file)

�������������������
�������������������
�������������������
�������������������

�������������������
�������������������
�������������������
�������������������

(XSL file)
Formating

Fig. 1. XML/XSL-based architecture for an open ASP marketplace

Consumers can also call more than one service at once. These services may be
sequential or nested. In the latter case, calls are processed one by one, starting
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with the innermost call. The result is sent to the XSL module after the last call.
Figure 2 gives an overview.

XML tree

Service

execution

Res
ult

XML machine

Res
ult

Second
service
execution

service
First

First set of data

2nd set of data

User

For
mat

ing

XML file

the results
including
HTML file

Fig. 2. Time scheme of services call

2.2 The Provider Side: Service Registration

Providing a service involves two tasks: (i) the creation and implementation of
the service, and (ii) its registration on the network. The second task requires the
description of the service’s functionality and input/output behavior. In our ap-
proach, this is done by writing an XML Document Type Description. For service
execution, we propose a new XSL command called connect 2 that establishes
the necessary communication.

For example, let us consider a simple service that doubles a given input value.
Writing a program to perform this service is a trivial task:

2 This command is now included in the Lotus XSL Processor of IBM, cf
http://www.alphaworks.ibm.com/. We aim to include it in the browser Mozilla,
cf http://www.mozilla.org/
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#include<iostream.h>

int main()

{

double x;

cin >> x;

cout << 2*x;

return 0;

}

Fig. 3. The times2 program written in C++

Then a computer has to be assigned to run this service. On a UNIX server,
for example, this could be done by an entry in the /etc/inetd.conf file. In this
case, any data sent to the port 1618 of this computer will be returned doubled
through the same port.

1618 stream tcp nowait nobody /home/ricou/XML/prog/times2

Fig. 4. The line in the /etc/inetd.conf file under UNIX to support the times2
service.

Then one has to provide an XML description of the service’s input/output
behavior. This can be done by the following DTD:

<?xml encoding="UTF-8"?>

<!ELEMENT times2 (#PCDATA)>

<!ATTLIST times2 address #CDATA "test.devinci.fr">

<!ATTLIST times2 port #CDATA "1618">

Fig. 5. The DTD file of the times2 service
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Hence, to use the times2 service, the client should write in his XML file
<times2>234</times2> or
<times2 address="mine.devinci.fr" port="2345">234</times2>. In the first
case, the client does not give an address and therefore uses the default computer,
test.devinci.fr, to perform the service. The second case shows how to choose
a different server.

Input formats can be more complex. Here is the DTD of the mean service,
which computes the mean value of n values:

<!ELEMENT mean (n, val)>

<!ATTLIST mean address CDATA "127.0.0.1">

<!ATTLIST mean port CDATA "1619">

Fig. 6. The DTD file of the mean service

Note that customers have to encapsulate the number of values within the tag
n and the values themselves within the tag val (cf. Fig. 8).

The last step is to explain to the translator how to manage the XML file of
the client, i.e., what to do with the data and how to display the result. This is
done in the corresponding XSL file:

<xsl:template match="times2">

<P><xsl:apply-templates/> times 2 = <STRONG>

<xsl:connect address="{@address}" port="{@port}"><xsl:apply-templates/>

</xsl:connect>

</STRONG></P>

</xsl:template>

<xsl:template match="mean">

<P>The mean value of <xsl:value-of select="val"/> is <STRONG>

<xsl:connect address="{@address}" port="{@port}">

<xsl:value-of select="n"/> <xsl:value-of select="val"/>

</xsl:connect>

</STONG></P>

</xsl:template>

Fig. 7. The XSL file for the services times2 and mean
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This file explains how to transform and display any XML data using the
times2 and mean XML command it introduces. To do so, it uses the usual XSL
commands [7] plus the xsl:connect command we added to the XSL processor.
For times2, for example, it states to write to the output file:

– “<P>” for paragraph in HTML
– the data between the times2 tags, which is the meaning of XSL command

<xsl:apply-templates/>,
– “ times 2 <STRONG>”, hence the result will be in bold,
– the result of the connect call to the times2 service as we will explain more

precisely later,
– “</STRONG></P>” to close the bold region and the paragraph.

2.3 The Consumer Side: Service Execution

In order to execute the service, consumers have to write an XML file with the
input data, following the data protocol that is given in the provider’s DTD. Then
the XML file is translated. Figures 8 and 9 demonstrate this technique on the
example services times2 and mean.

<?xml version="1.0" ?>

<!DOCTYPE cours SYSTEM "math.dtd">

<doc>

<times2 address="127.0.0.1">2.2</times2>

and

<mean><n>5</n><val>3 6 12.4 6 -9</val></mean>

</doc>

Fig. 8. An XML file corresponding to the specifications in the DTD

2.2 times 2 = 4.4

and 

The mean value of 3 6 12.4 6 -9 is 3.68

Fig. 9. The resulting HTML document, as it is presented in a web browser
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2.4 Service Chaining

Calling services becomes more interesting if it is possible to chain services (similar
to the UNIX pipe command), i.e., to plug the output of one service as input
into another service. Or even better, one should have a language to store service
outputs in variables and to use them later as inputs to other services. This
language could itself be a service.

Let us consider an example based on the mathematical script language Mat-
lab. To obtain a visualization of the pollution over Paris one hour from now, one
would have to :

1. contact the Paris weather service to obtain the wind over Paris between now
and one hour from now;

2. get of a mesh over Paris;
3. contact the Paris pollution center;
4. solve the Navier-Stokes equations on these data to get an approximation of

the pollution in one hour;
5. draw this pollution.

To perform this task, one thus has to call on a variety of information providers.
The three first calls are to data providers, the next two calls are to application
service providers. Note that the fourth call involves a highly complex matrix
calculation (Navier-Stokes), which is likely to be assigned to a more special-
ized computational service provider, who has dedicated hardware and software
available for this purpose.

This could be written as follows

<Matlab>W0=</meteo where="Paris" what="wind" when=0 type_data="Matlab">;

W1=</meteo where="Paris" what="wind" when=1 type_data="Matlab">;

Mesh=</meteo where="Paris" what="mesh" type_data="Matlab">;

Pol=<Paris-Pollution when=0 type_data="Matlab">Mesh</Paris-Pollution>;

Sol=<NSsolver type_equation="transport" typedata="Matlab">

<mesh>Mesh</mesh>

<time><begin>0</begin> <end>1</end> <dt>0.02</dt></time>

<velocity data="linear"> <init>W0</init> <end>W1</end> </velocity>

<unknown> <init>Pol</init> </unknown>

</boundary_condition type="Neumann">

</NSsolver>;

contour(Mesh(1,:),Mesh(:,2),Sol)

</Matlab>

Fig. 10. How a pollution forecast could be make

The following example shows how calls to different services can be nested. It
also shows how our modified XML parser can be called from a web server via a
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form. The services provided in this example are identical to the ones introduced
above, except that their result is not embedded in a text output anymore but
just piped into the next service in line. In addition, we employ Scilab [1] as
a service. Scilab is an open mathematical software similar to Matlab, which
has been made available by INRIA, the French National Research Institute of
Control and Computer Science.

Fig. 11. HTML form to write XML files

Fig. 12. Result of the call to Scilab via the form of Fig. 11
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2.5 A Service Engine Registry

As XML will become popular, the most common services and presentation files
will be integrated in the browser, just like new HTML extensions quickly migrate
into new browser versions. Other services will have to be referenced and indexed
in the same way as XML resources (such as DTDs and XSL files) are made
available, for example, by category by SCHEMA.NET3.

Such tools have to provide a human readable interface, a web server, but
could also offer computer-to-computer communication like a DNS system. An
example of web server indexing services is illustrated in Figure 13. Any service
provider can add the description files of a new service, or modify or erase an
existing description of one of his own services.

Fig. 13. An XML services engine registry

If users wish to execute an XML command that is not available on their local
computer, the computer-to-computer interface will request the corresponding
DTD and XSL files from the associated XML service engine registry. This could
be implemented in a similar manner as the Domain Name System (DNS).

To avoid duplicate XML name commands, we could add package names in
the headers of the XML files. Figure 14 shows an example where information

3 http://www.schema.net/

344 O. Günther and O. Ricou



about the matrixSquare service will be searched first in the A.M.S. XML Service
Engine Registry, then in IBM’s registry.

<servicePackage name="IBM">

<servicePackage name="AMS">

...

<matrixSquare><line>2</line><column>2<column>

<val>1 2 3 4</val></matrixSquare>

...

</servicePackage>

</servicePackage>

Fig. 14. Directing the search among service engine registries

3 Related work

Several recent research projects have focused on simple and interactive interfaces
to register services in distributed computing environments. CorbaWeb [6], for
example, proposes a script language called CorbaScript to write CGI scripts
which can call CORBA objects. This facilitates considerably access to CORBA
objects for non-expert users. Nevertheless, some programming (in particular,
for writing the CorbaWeb scripts) is still required. To reduce this burden, one
could imagine a library of CorbaWeb pages to use different CORBA services
to simplify their use. The interface for service users (“consumers”) could then
be based on forms, which makes the chaining of services (like, for example,
specialFFT(superSolver(A,b))) much more difficult.

This chaining possibility is a strength of our own service infrastructure, which
is called MMM (Middleware for Method Management) [3, 5]. MMM supports
service providers by giving them an interface that is based on generic technology
(web browser, XML) and that is relatively easy to use. Simple services can be
registered within minutes by filling out a simple form, thus generating an XML
record that describes the service in question (cf. Fig. 15). More complex services
may require additional metadata in order for potential users to find, evaluate,
and run the service. Consumers are supported by a variety of other tools. On the
one hand, MMM offers a specialized search engine that supports users in finding
the right method for a given problem. On the other hand, applying a method to
a given data set typically takes no more than a few mouseclicks. Essentially, it
only takes entering the input data (directly or via an URL) and specifying the
mode of payment (typically credit card or some micropayment system).
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<OBJECT><MSO><ID>ADJPH</ID>
<GENERAL>
<AUTHOR><PERSON> ... </PERSON></AUTHOR>
...
</GENERAL>
<ACCESS location="extern" decompression="none" tarfile="">
http://www.aos.princeton.edu/WWWPUBLIC/tapio/arfit/adjph.m</ACCESS>
<SIGNATURE>
<CALL>adjph(x)</CALL>
<INPUT>
<PARAMETER> <ID>x</ID><DESCRIPTION>complex matrix</DESCRIPTION></PARAMETER>
...
</INPUT>
<OUTPUT> ... </OUTPUT>
</SIGNATURE>
<ENVIRONMENT> <ENGINE><MATLAB></MATLAB></ENGINE> </ENVIRONMENT>
<CONTENT>
<TYPE><MSO_TYPE> <SCRIPT format="ascii" language="matlab"></SCRIPT> </TYPE></MSO_TYPE>
<DESCRIPTION>
<URL>http://www.aos.princeton.edu/WWWPUBLIC/tapio/arfit/</URL>
% ox=ADJPH(x) produces a complex matrix ox ...
</DESCRIPTION>
<KEYWORDS> <KEYWORD>autoregressive model</KEYWORD> .. </KEYWORDS>
<ABSTRACT>
<URL>http://www.aos.princeton.edu/WWWPUBLIC/tapio/papers/arfit.html</URL>
<URL>http://www.aos.princeton.edu/WWWPUBLIC/tapio/papers/arfit_alg.html</URL>
</ABSTRACT>
</CONTENT></MSO></OBJECT>

Fig. 15. XML record describing a Matlab program for time series analysis (some
parts intentionally left out)

Another project, Zope [2], resembles CorbaWeb. It is a web server with a
new language that includes calls to functions, computations, and other data
manipulations to produce HTML pages. Is has the possibility to include packages
like “COM External Method” to bind COM servers to the Zope server as Zope’s
methods. The new version also understands XML and includes XML-RPC which
we will discuss in more detail later on.

All these approaches require some reconfigurations at the central server site
where the ASP market is located. Some techniques use forms to send input data
to the central server, which forwards them to the application server where the
requested service is implemented. In the case of MMM, the MMM central server
stores the necessary routing information (cf. Fig. 15), hence there is no need to
know their address.

On the other hand, the approach proposed in this paper aims at bypassing the
central server site when it comes to method execution. This resembles well-known
middleware architectures, such as ORB, RMI and RPC. These approaches are
more rigid in some respects: input and output values are checked for consistency
and there is exception possibility. However, it requires serious programming skills
to employ them, which is not consistent with the needs and requirements of our
target audience.
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The last approach we present is the one that is closest to our own. The
XML Remote Process Control (XML-RPC) [4] is a simple method to call remote
services using XML tags. To use it, one has to send the input data to some server
that understands XML-RPC. At this point, one needs to use an ad hoc client
program for this purpose, but, in the near future, browsers should understand
XML-RPC input directly. There are a variety of different implementations of
XML-RPC, including a package for the Zope server. Here is an example of the
XML-RPC syntax to call the service provided on betty.userland.com that
gives the name corresponding to the number of a state:

OST /RPC2 HTTP/1.0

User-Agent: Frontier/5.1.2 (WinNT)

Host: betty.userland.com

Content-Type: text/xml

Content-length: 181

<?xml version="1.0"?>

<methodCall>

<methodName>examples.getStateName</methodName>

<params>

<param>

<value><i4>41</i4></value>

</param>

</params>

</methodCall>

Fig. 16. Call to a service implemented in XML-RPC

The XML-RPC syntax is strict, easy to understand, and identical for all
the services. At the same time, it is comparatively heavy and it is difficult to
chain services. Just for comparison, consider the call to a similar service with
our approach, given that betty is not the usual computer for this service:

<getStateName address="betty.userland.com">41</getStateName>

Fig. 17. Comparable call in our approach

4 Conclusions and Future Work

This article proposes a simple method to provide and use services over the In-
ternet through a web browser. It represents one step towards a web environment
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where the registration of services is as easy as the writing of HTML pages is
today. Several more features are needed to make our approach easier to use and
to make it more attractive for commercial use.

The first such feature would be to reference all services in the same way
web crawlers and engines index HTML pages. Hence users know which services
are available and can use them without having to download the XSL file of the
service. The XML Services Engine Registry presented above is a first step into
this direction but more work is required.

The second feature to add is security. Users may want to protect their data
and therefore our method should give them this possibility. In our approach,
two aspects of security need to be addressed: 1. the protection of the data dur-
ing transportation on the net; 2. the hiding of the client data from the service
provider.

The first problem can be solved using available cryptography techniques. An
easy way to do so is to use slogin of SSH instead of telnet in our connect

command. It is also possible to use SSL or any other cryptographical method
but it should stay simple to use for the provider. The second problem is more
difficult to solve. Hiding client data from the service provider means that the
service has to work with encrypted data. The result of this computation then
has to be transformed into the “real” result by the consumer. This problem is
not within the scope of this paper; see [5] for a more detailed discussion.

The third class of features to consider concerns server and user authentifica-
tion, consistency problems with input and output data, locking problems if the
server does not answer, and exceptions the application service may send. Since
all these problems are already addressed with common remote process control
like ORB and RMI for example, our method should use them instead of calling
directly the application server via a simple socket.
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Abstract. As the World-Wide-Web grows at an exponential rate, we
are faced with the issue of rating pages in terms of quality and trust.
In this siutation, with significant linkage among web pages, what other
pages say about a web page can be as important as and more objective
than what the page says about itself. The cumulative knowledge of such
recommendations (or lack of them) can help a system to decide whether
to pursue a page or not. This metadata information can also be used
by a web robot program, for example, to derive summary information
about web documents written in a foreign language. In this paper, we
describe how we exploit this type of metadata to drive a web information
gathering system, which forms the backend of a topic-specific search
engine. The system uses metadata from hyperlinks to guide itself to crawl
the web staying focused on a target topic. The crawler follows links that
point to information related to the topic and avoids following links to
irrelevant pages. Moreover, the system uses the metadata to improve its
definition of the target topic through association mining. Ultimately, the
guided crawling system builds a rich repository of metadata information,
which is used to serve the search engine.

1 Introduction

The size of the World Wide Web has reached over 800 million pages and is
growing at an exponential rate [13]. As the number and complexity of pages
grow, it becomes increasingly expensive and complex to rate these pages based
upon their content. An alternative approach is to rate the relevance or quality
of each page based upon what other pages that point to the page say about
it. This approach can be compared to a recommendation-based market system,
where buyers do transactions with sellers based on recommendations from other
buyers. In general, it is a system of learning from other people’s experience.

Typical web crawlers crawl the web seamlessly paying little attention to the
quality of search information. These crawlers have the goal of getting to as many
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Fig. 1. System Architecture. The gatherer visits web pages and the summarizer pro-
duces metadata on the hyperlinks and the content of the pages. The topic expander
discovers new topics relevant to the topic. The relevant page discoverer determines
relevant pages to the topic based on the metadata.

pages as possible, regardless of topic. Topic-directed crawlers have a different
objective. They aim to get to as many relevant pages as fast as possible without
deviating to pages unrelated to their topic of interest.

In our work on topic-specific crawling, we start with the HITS (Hypertext
Induced Topic Search) premise and enhance it using descriptive information
found around hyperlinks. HITS is a pioneering work in classifying web pages
based on the link structure of hypertext documents [10]. HITS identifies strongly
connected components in this structure to find good authority and hub pages.
Introduced by HITS, good hub pages point to good authority pages, and good
authority pages are pointed to by good hub pages. In our work, we enhance HITS
by assigning weights to the edges of the link topology. The weights are based on
the occurrences of certain topic words in the metadata. We also use the metadata
to expand the definition of our target topic through association mining.

The experiments we discuss in this paper were conducted using the Grand
Central Station (GCS) web gathering system [7]. Figure 1 shows the GCS system.
The system includes i) a gatherer that crawls the web, ii) a summarizer that
produces metadata for the crawled pages, iii) a topic expander that discovers
relevant topics, and iv) a relevant page discoverer that selects and prioritizes the
URLs to crawl. The metadata for a web page describes what other pages say
about it and what it says about the pages that it points to.

The rest of the paper is organized as follows. Section 2 introduces metadata
in Web pages. Section 3 discusses how topic specific gathering can be enhanced
with hyperlink metadata. Section 4 analyzes related work. Section 5 discusses
conclusions and future work.

2 Metadata in Web Documents

Hyperlink metadata, or simply metadata, is the information that a web page
provides (through its hyperlinks) about the documents that it refers to. Like
the citations of a research paper, which provide summaries or evaluations of the
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Metadata Type Hyperlinks Pages

ALT Tag 1,890 (0.9%) 281 (1.5%)
Anchor Text 147,745 (72%) 14320 (76%)
HREF Tag 176,412 (85%) 16313 (87%)
NAME Tag 5,487 (27%) 779 (4.1 %)

ONMOUSEOVER Tag 9,383 (4.5 %) 1523 (8.1%)
Surrounding Text 49,138 (24%) 8424 (45%)

Title 885 (0.4%) 249 (1.3 %)

Table 1. This table lists various attributes associated with a hyperlink. The numbers
in the column ”Hyperlinks” gives the number (and the percentage) of hyperlinks that
are referenced with a particular metadata type. The column ”Pages” gives the number
of pages that contain at least one particular metadata type.

papers that they reference, the hyperlinks in a web page provide information, in
their associated text and attribute values, about the web pages that they point
to. In this paper, we focus on analyzing and using the metadata found around
the hyperlinks of HTML documents to drive our information gathering system.

2.1 HTML Metadata

In HTML documents we find five types of hyperlinks: anchor tags (A), image tags
(IMG), map tags (MAP), area tags (AREA), and frame tags (FRAME, IFRAME). Each
of the tags have attributes associated with them. For example, the anchor, area,
and map tags each have a set of main attributes, which include name, title,
alt, on-mouse-over, and href. These attributes provide metadata information
about the page that the hyperlink points to. This metadata is also found in
the text surrounding and contained inside the hyperlink tags. We begin our
experiments by identifying the attributes and text that are most appropriate for
use as hyperlink metadata for our system.

2.2 Metadata Extraction

In order to extract metadata from hyperlinks in an HTML document, we first
convert the HTML documents to well-formed XML documents using an HTML-
to-XML filter. The filter performs extensive error recovery in the case of poorly
formed HTML documents. Once we have a well-formed XML document, we look
for the hyperlink elements (A for anchor tags, IMG for image tags, and so on)
and extract their attribute values. For surrounding text, we extract the XML
nodes of type PCDATA that are the left and right siblings of the tags. For the
text contained inside the tags (e.g., anchor text), we extract the PCDATA nodes
that are children of the tags.

To identify the most appropriate hyperlink metadata, we studied the meta-
data extracted from a sample set of 20,000 HTML pages. In these pages, over
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206,000 hyperlink references were found. These hyperlinks pointed to pages both
within and outside of the sample set. Table 1 lists characteristics of several types
of hyperlink metadata. It can be seen that, second to href, anchor text is the
most common metadata type. In addition to frequency of occurence, we mea-
sured the quality of a metadata type by the number of relevant topic terms
discovered by its use during mining. We also measured the absolute and relative
reliabilities of metadata types by comparing what the metadata says about the
referenced page and what the page really contains (taking into account outdated
or expired references). From our experiments we found that anchor text, href,
and surrounding text, in that order, provide the best metadata. The results re-
ported in this paper were based on anchor text, which occurs most frequently
and is most reliable. Alternative schemes (such as choosing weighted averages of
different metadata type occurrences) may also be applied.

3 Topic-Directed Information Gathering using Metadata

This section discusses the use and effectiveness of hyperlink metadata in two
information gathering applications: topic-directed crawling and topic expansion.
It begins with a brief description of the metadata database.

3.1 The Metadata Database

As a crawler visits a page it extracts all the links (with their metadata) in
the page and adds them to a URL database. A summarizer produces Resource
Description Framework (RDF) [12] metadata for the page, which includes what
the page says about other pages and what other pages say about it. With its
XML serialization syntax, RDF can be incorporated into query systems that
understand XML structures. For each URL, the crawler stores the URL text,
crawl history, and other information to be used for future visits of a URL in
the database. It also keeps an additional table of link metadata information, as
(URL, parent-URL, metadata) triples, which is used to rank the URLs based on
their relevance to the target topic.

3.2 Topic-Directed Crawling

The goal of topic-specific information gatherers is to stay focused on pages that
pertain to the target topic. We have developed various algorithms for guiding
topic-specific gatherers on the basis of hyperlink metadata. In this paper, we
outline the algorithms and summarize their performance on crawling relevant
pages. More in-depth discussions of the algorithms, relevance metrics, and results
from the crawling experiments may be found in [17–19].

1) Simple Heuristics (SH)
SH gives the highest crawl priority to those URLs that contain a predetermined

set of relevant topic terms in their href metadata (i.e., the URL itself). Using
SH, the crawler visits higher priority URLs first and ultimately crawls all the
URLs descended from the seed set.
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2) Relevance Weighting (RW)
RW selects and prioritizes URLs to crawl based on the relevance of all of the

hyperlink metadata associated with the URL. Unlike SH, RW selects a page to
crawl only if its metadata surpasses a relevance threshold for the topic. The RW
relevance score for a page w, ΘRW (w), is computed as follows:

ΘRW (w) =

{
max(Θ(t)t∈M(w)) if max(Θ(t)t∈M(w)) ≥ c
0 otherwise

where Θ(t) denotes the relevance of a term t to the target topic (discussed in
detail in [19, 18]). M(w) is the hyperlink metadata of the in-link of w, and c is
a user defined threshold for relevance.

3) Relevance Weighting with Boosting (RWB)
To avoid stagnation and get out of local clusters, RWB modifies RW by deliber-

ately increasing the relevance score of some pages that fail to meet the relevance
threshold. First, for pages selected by random boosting, it recalculates relevance
scores based on entire page content (rather than just the in-link metadata). In
addition, it boosts the scores of randomly selected pages that do not qualify even
after this recalculation. The RWB relevance score for a page w, ΘRWB(W ), is
computed as follows:

ΘRWB(w) =





ΘRW (W ) if max(if ΘRW (W ) > c or R1 < b
max(Θ(t)r∈w) if R1 ≥ b and max(Θ(t)t∈w) ≥ c
R2 if R1 ≥ b and max(Θ(t)t∈w) < c

where R1 and R2 are random variables with uniform distribution, and b is a
user-defined boosting factor.

4) HITS with RW (HITS-RW)
HITS-RW enhances the HITS algorithm by adding weights based on hyperlink

metadata to the uniform link topology used by HITS. By itself, HITS is known to
drift from the target topic [2] because the algorithm uses uniform link weights for
all web pages. By constrast, HITS-RW computes the authority scores of pages
using link weights based on the relevance scores of the incoming links. With
HITS-RW, an incoming link contributes more to a web page’s authority score
than do other links, if it has a higher relevance score.

Experiments
Figure 2 shows the effectiveness of the various crawling techniques—SH, HITS

RW, RWB, and HITS-RW—measured by the total number of relevant pages
identified by each technique as the crawl progresses. RW gathers the highest
quality web pages by avoiding unpromising hyperlinks. 92% of the web pages
collected by RW were related to the target topic. In other words, decisions based
on anchor-text metadata were accurate 92% of the time. This result was achieved
without page lookups (i.e., downloading the pages). The algorithm, however,
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Fig. 2. Quality of Crawling. The graph shows the total number of relevant pages discov-
ered by each algorithm as the crawl progresses. RW achieves the highest accuracy, with
92% of pages crawled relevant to the topic, but suffers from stagnation. RWB achieves
the next best accuracy (75%) and avoids stagnation. Using relevance edge weighting,
HITS-RW (50%) improves the performance HITS (31%) by a notable margin.

causes the crawler to run out of pages to crawl quickly, after about 3K pages.
The reason is that, being too selective, RW over-prunes potential URLs to crawl.

Overall, RWB performs the best. While the noise introduced by RWB’s boost-
ing reduces crawl accuracy, it allows the crawler to discover new clusters and
thereby increases the scope of relevant resources. Moreover, even with the noise,
compared to SH and HITS, RWB does not extensively chase irrelevant links.
As evidenced by the graph, RWB surpasses HITS-RW, SH, and HITS by wide
margins. HITS, by itself, performs the worst, fully neglecting page relevance.

These results confirm that topic-specific crawlers should take into account
page relevance to focus the crawl. Moreover, they support the use of hyper-
link metadata as an inexpensive and effective approach for determining page
relevance in this context.

3.3 Topic Expansion

The notion of a topic in a topic-specific search engine is not clearly defined in
many cases. For instance, should all HTML pages be in an XML-specific search
engine because HTML may be considered an instance of XML? Obviously not.
We would, however, like to include other non-proliferating instances of XML and
information about these instances in the search engine. Hence, our information
gathering system should discover new topics related to the target topic as it
crawls the web. In this section we present the utility of hyperlink metadata on
the learning of relevant topics using association mining[1]. Association mining
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involves identifying relevant topic terms based upon the co-occurrences of topic
terms with terms that are known to be relevant to the target topic. For instance,
if XSL has a high frequency of co-occurence with XML in metadata, XSL will
be identified as a term relevant to XML.

Topic Expansion by Association Mining
To discover terms, called candidate topics (ct), that have a high probability of

being relevant to the target topic, we look for terms that frequently co-occur in
hyperlink metadata with the known terms of the target topic. To do so, we apply
association mining techniques to the metadata. The mining algorithm identifies
candidate topics by finding strong association between the target topic and the
terms appearing in the metadata. Significant association rules are those that
have confidence and support values higher than selected threshold values. The
use of metatdata for topic expansion has several advantages over the use of the
entire text of web pages. First, association mining that uses the entire page
content increases computational complexity but does not guarantee improved
accuracy. In fact, the use of the entire text degrades accuracy in many cases due
to the curse-of-dimensionality problem [8]. Second, association mining that uses
metadata requires a significantly smaller number of web pages to be downloaded.
The reason is that it does not require the lookup of all linked pages (of which a
significant number are irrelevant).

We formulate association mining on link metadata within the following frame-
work:

1. Each web page is considered to be a market-basket (or transaction).
2. Each topic, included in the metadata of hyperlinks, is considered to be a

transaction item.
3. Given that r is a significant association rule, a candidate topic term is a

term that appears in the antecedent of the rule r.

Detailed descriptions of the mining algorithms may be found in [18, 19].

Filtering to Verify the Relevance of Candidate Topics
Strong association of terms does not always guarantee the relevance of terms.

To compensate, we developed and used various filtering techniques to identify
and extract relevant topics from the set of ct. A detailed discussion of these
filtering techniques may be found in [19, 18]. In this paper, we present a brief
overview of two filtering techniques and their accuracy in order to discuss the
overall quality of relevant-term learning.

1) Filtering by Term Hierarchy (Specialization Filter)
The specialization filter utilizes a term hierarchy, similar to [15], to determine

topic relevance. It concludes that a candidate topic term, t1, is relevant to the
target topic term, τ , if any of the following conditions holds:
- t1 is τ ,
- t1 is a specialization of another topic t2, and t2 is relevant to τ ,
- t1 is specialization of t2, and t2 is a generalization of τ in the topic domain.
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1st Iteration 2nd 3rd 4th

1. # of Pages 2 K 5 K 10 K 17 K
2. Candidate Topics 130 110 79 67
3. Actual Relevant Topics 29 (24%) 37 (34%) 41 (52%) 54 (81%)
4. Relevant Topics by Filtering 24 (83%) 34 (92%) 37 (90%) 49 (91%)

Table 2. Number of Candidate Topics Discovered by Association Mining and Filtering:
The number of candidate terms are 130 after the 1st iteration, and 110, 79, and 67
in the subsequent iterations [item 2]. Out of the candidate terms, 29, 37, 41, and 54
terms are indeed relevant [item 3]. The ratio of relevant terms out of candidate terms
has improved from 24% after the 1st iteration to 81% after 4th iteration [item 3]. By
filtering, consistently, over 90% of relevant terms are extracted, except the first iteration
[item 4].

2)Filtering by Sampling (Sampling Filter)
In topic-specific crawling, the gathered web pages, P , are biased towards τ . The

sampling filter exploits this bias to determine whether each ct is indeed relevant.
To test each ct, a sample set S is gathered for ct rather than for τ . The sampling
filter measures the difference between the data distributions of P and S.

A new topic ct is not relevant to τ , if

r =
pS(τ | ct)
pP (τ | ct) < c (1)

where c is the user-defined threshold. pP (τ |ct) and pS(τ |ct) measure the
proportions of web pages with term ct that also contain the topic term τ in
the sample sets P and S, respectively. The more dependent (thus relevant) the
terms ct and t are, the more pP (τ |ct) and pS(τ |ct) will be similar. For example
the probability that one would find the topic term XML in web pages about
XML is higher than the probability of finding it in web pages about Picasso.

Experiments
The experiments were conducted on a set of over 17,000 web pages. The topic

expansion experiments started with an initial set of 2K pages with more pages
added as crawling proceeded through subsequent iterations.

The mining experiment is summarized in Table 2. Association mining on
metadata discovered 130 ct in the 1st iteration, followed by 110, 79, and 67 in
subsequent iterations (item 2). By manual inspection, we found 29, 37, 41, and 54
terms of ct to be indeed relevant to τ (item 3). As shown, the rate of discovering
relevant topic terms was accelerated as the mining iterations continued. Initially,
only 24% of candidate terms were relevant. After 4 iterations, 81% of candidate
terms were topic related (item 3). This level of accuracy is impressive. Even
the initial accuracy of 24% in the first iteration is impressive in comparison to
text mining of the entire text. In our experiments of association mining on the
entire text, less than 2% of relevant topics were discovered from the top 200
most significant association rules due to excessive noise in the HTML text.
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The filters extracted 83%, 92%, 90%, and 91% of relevant topics from the set
of candidate terms in the 1st ˜ 4th iteration (item 4). Some of the XML-related
concepts we learned in the process included BSML, XQL, XMTP, XHL, XDK,
XAF, WIDL, VML, SPDL, SDQL, SAX, which are XML vocabularies or names
for XML processing software technologies.

These experiments imply that association mining on the basis of hyperlink
metadata is very effective. Combined with filtering, 90% of relevant topic term
discovery was achieved without human involvement.

4 Related Work

HITS[10] introduces a novel mechanism to rate web documents by identifying
good authority pages based on link connectivity. Subsequent work on classifica-
tion [3], focused crawling (FC) [4], and identifying micro-web communities [11]
are based on HITS. We enhance HITS using metadata around hyperlinks. To
direct the crawl, we classify pages based on this metadata, in constrast to FC,
which relies on the entire text. Different from our system, FC visits all pages
pointed to by each relevant page regardless of the relevance of the pointed to
pages [9]. Our experiments show that using metadata rather than the entire text
saves significant time and effort by not looking at unpromising pages.

In [6], the authors describe a system where important pages are first visited
based on both content and link similarity measures. They keep two different
queues to give higher priority to the pages with the topic word. However, they
do not learn new topics, and their similarity decision is based on the entire text.

Cora [14] defines domain-specific search engine for computer science papers.
It uses machine learning techniques to improve the crawls. Chen et. al. [5] also
refine the techniques of utilizing metadata for information retrieval. ParaSite[16]
exploits link information (not just hyperlinks) to build applications like finding
individuals homepages, or expired or moved pages.

5 Conclusion

In this paper we described our work on using metadata to build a topic-directed
search engine for XML based concepts. We use metadata to direct our crawler
to a particular topic of interest and to improve the topic definition by extending
it with relevant topic terms.

The use of hyperlink metadata in our crawling strategies resulted in a signif-
icant improvement in the proportion of relevant pages that were gathered—with
RW and RWB gathering 92% and 75% relevant web pages, respectively. While
RW suffered from stagnation, RWB did not. Moreover, the use of metadata for
relevant term mining resulted in the successful discovery of over 50 relevant topic
terms from about 17K web pages. It thereby significantly extended the topic def-
inition for further gathering and, combined with filtering, suffered from almost
no curse-of-dimensionality problem.
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Abstract. In this paper, several problems in associating hyperlinks to text and 
the diverse possibilities to overcome these problems are discussed. At the cur-
rent stage, an important aspect is knowledge retrieval of hypertexts. Our ad-
vanced studies on hyperlink management focus mainly on a concept similar to 
Case-Based Reasoning (CBR) systems as a possibility for the automatic genera-
tion of links for hypertexts in addition to traditional textual based methods. A 
detailed discussion of the basic ideas of CBR and an evaluation of its usefulness 
follows. Finally, methods to evaluate the quality of the proposals are described. 

1   Introduction 

The need for high quality hypertexts is increasing as a result of the growing of the 
World Wide Web (WWW). One of the most difficult tasks when writing hypertexts is 
the finding of appropriate links. Modern web authoring systems should not only pro-
vide possibilities to check link consistencies and help to manage any changes that 
might occur, but should also propose links in order to improve the usefulness of the 
documents, which are, in most cases, HTML-files. 

It is very difficult to generate hyperlinks based on text semantics without making 
use of some human interaction. Authoring tools integrate documents of a web site and 
add structural links which are used to navigate through the various pages of a web site. 
Often, these web tools provide means for storing files in special folders (departments) 
according to their content [1]. 

The reason for these difficulties is the knowledge retrieval of the hypertexts to be 
able to make meaningful link suggestions. Automatic link proposals possess several 
advantages. Suggestions can be made very fast and with a minimum of user interac-
tion. 

Several possibilities to derive link proposals on a textual base are known, but all of 
them have their weaknesses, especially concerning the usefulness of the derived link 
suggestions [2], [3]. To improve the accuracy of the proposals, some approaches apply 
semantic analyses but all of these systems require user feedback of a high quality 
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because it is the job of the web author to create the appropriate semantic model for the 
pages [4]. 

In this paper, we focus on a technique derived from Case-Based Reasoning (CBR) 
[5] as a possibility to provide high quality link proposals. The knowledge retrieval 
used is also based on CBR. Even though our main focus deals with the textual analysis 
of documents, the same ideas can also be applied to semantic-based approaches. 

In a first step, we will discuss the most important areas of current hyperlink re-
search. Next, a short summary of the main ideas of CBR systems and their principles 
will follow. After this, we will give a detailed description of the methods for retrieving 
knowledge from hypertexts in order to propose links of high quality. Ideas dealing 
with the evaluation of these results are mentioned next. Finally, we will present a 
conclusion and give a short outlook on future work. 

2   Progress made in Hyperlink Retrieval  

It is very important yet difficult to provide hyperlinks in a (HTML-) document. 
Hyperlinks dramatically improve content quality by presenting related work, 
contradictory positions, further information or simply by the continuation of the next 
page or by giving similar navigational information [6]. The question of how a web 
author can easily find such information remains, though.  

Research on the area of hyperlinks has been carried out since the introduction of the 
World Wide Web service to the Internet. Kaindl et. al. present a compact history of 
the progress made so far [7]. 

Link retrieval research aims at generating hyperlinks if not completely automati-
cally, at least with as little user interaction as possible. Very serious problems arise, 
though, when trying to retrieve hyperlinks of texts on a statistical base without any 
semantic knowledge. The results are of low quality [8]. Allan classified link types into 
three major groups: manual, automatic and pattern-matching [9]. The idea is to re-
trieve at least the easy-to-find links of the two latter groups and leave most of the 
former one to the user. This consideration is very useful even though it contains a 
disadvantage: the classification only works “a posteriori”.  

In this paper, we will describe methods to retrieve some of the “manual” links with 
CBR techniques and focus on the mechanisms to retrieve the corresponding knowl-
edge from the hypertexts. Good examples for classical solutions without using CBR 
can be found in [10] or [11]. 

The dilemma of hyperlink retrieval is that a fully automated generation of links on 
a statistical base [12] leads to relatively bad results in terms of precision and recall, 
while semantic approaches with very good results require a high degree of user inter-
action [13]. If hyperlink retrieval is to be used as a tool for supporting web authors in 
easily adding up links, it would not be appropriate to require the time consuming for-
mulation of a complete model of the semantic dependencies of a text. 

370 E.-G. Haffner et al.



Web authors and users (readers) of hypertexts can also be supported without a gen-
eration of links. Zellweger et. al. introduce the concept of fluid links as a convenient 
way to deal with temporarily visible information [14].  

The technique based on CBR presented in this paper can easily be adapted as part 
of a web authoring system like DAPHNE [1]. It is also appropriate to extend hyperlink 
management systems such as Microcosm [15] with CBR-methods. Another possibility 
would be the use of CBR in combination with Distributed Link Services (DLS) pre-
sented by Carr et. al. in [16]. 

3   Foundations of Case-Based Reasoning Systems 

Research in the area of Case-Based Reasoning begun in the early years of the last 
decade [17]. CBR-systems are well known means of representing knowledge in form 
of cases. Each case can be regarded as a problem together with its solution. A problem 
consists of its description in form of attributes and one or more solutions which refer 
to it. A typical environment of CBR is the area of diagnostics. Here, the attributes are 
the symptoms and the solution is the diagnosis [18]. 

In general, CBR-systems store their cases in a knowledge database called case-
base. To solve a new problem, CBR-systems try to find the most similar cases in the 
case-base. Next, the solutions of these results are transferred to the new problem or are 
simply regarded as solutions of it. Remarkable efforts have been made to find out how 
to store only really usable cases (to avoid storage overflow) and how to learn to adapt 
the rules to compare cases for calculating their similarities [19]. 

CBR work can be divided into two different phases. The first process, the learning 
phase, builds up the case-base with reasonable cases, e.g. problems together with their 
solutions. The quality of the resulting case-base is better particularly after the learning 
phase if the according cases cover the scope of the problem. 

The second process, the classifying phase, compares a new problem with the exist-
ing problems of the cases in the case-base. The solution of the most similar case found 
is a good proposition for a solution of the new problem. In practice, both phases are 
combined. The learning of new cases (new “knowledge”) will continue as long as the 
(real) solutions of formerly posed problems are being recognized. 

A main idea of this paper is to model hyperlink generation problems as a case-base 
and to use the experiences of CBR-systems to retrieve high quality links as proposals 
for the web author. The written texts of the web authors are regarded as the “prob-
lems” and the hyperlinks within are considered to be the “solutions”. A complete hy-
pertext can be viewed as a case. The advantages of CBR-systems to generate hyper-
links are: 

 
• CBR research proves serviceable for extended use (several years) and for use in 

many areas 
• It requires no special user interaction 
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• The learning process takes place implicitly (i.e. while the user accepts or rejects a 
link proposal) 

• Core functions of CBR are fast and easy to implement 
• CBR-systems “learn” to adapt personalized link favorites 
• Due to the case model all kinds of (typed) links can be found - not only those that 

point to documents on the local web side   
• The link proposal system can be applied to existent web sites by filling the case-

base with hypertexts 
• CBR can be used in conjunction with other methods (e.g. the concept model of [4]) 
• It is not restricted to language characteristics as described in [7]1  
• Link proposals of CBR do not determine non-ambiguous sources of the hyperlinks 

so that the same keyword can (implicitly) generate more than one link for the hy-
pertext2 

 
On the other hand, there are also some disadvantages of CBR-systems: 

 
• The proposed links do not belong to a small fragment of text but to the whole page 

so that special link positions must be adapted manually  
• CBR generates (many!) link proposals ordered by the probability of their useful-

ness. Therefore, the classical measurements of recall and precision cannot simply 
be applied 

• The quality of the proposals depends on the structure of the case-base. If it is 
empty, the system cannot make any proposals. If it overflows, some cases will be 
“forgotten” 
 

The use of CBR systems can be applied to hyperlink management systems in a 
straightforward manner. In order to verify the quality of the CBR-system, we scan 
web pages and take their links as solutions of the problem described by the (raw) text. 
Before learning those cases we try to classify them first. In the next step, the links 
proposed by the classifying module are being compared to the really existent hyper-
links of the HTML-pages. Finally, the complete page (text attributes together with the 
actual hyperlinks) is learnt as a new case for the case-base. 

It is clear that at the beginning of such a process the resulting proposals – if any – 
are not too useful. The quality of the proposals will only improve while increasing the 
knowledge base and filling it with reasonable cases. 

In the area of diagnostics, there are two unusual adaptations of CBR. The first 
difference arises from a special treatment of hypertexts: a hyperlink that points to the 
HTML-file forming a case should be added to the number of links (solutions) of the 
case-base as well, even though there is no single document which contains this hyper-
link already. To a certain extent, this means that the problem itself is a part of the 
solution – of no relevance for the original case but very important for future classifica-
tion steps of other texts. The other and even more essential difference to classical 

                                                           
1 Even though we only tested the system for English and German pages  
2 The exact final location of the hyperlink can be replaced by the user 
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CBR-systems consists in the storage of the cases themselves. We calculate the most 
probable link proposals implicitly by considering the weights of the according symp-
toms to the regarded links. Usually, CBR-systems are looking for the most similar 
cases in the case-base explicitly and then transfer the results found to an existing prob-
lem. 

4   Knowledge Retrieval of Hypertexts 

A very crucial question in the context of CBR-systems is the transformation of the 
problem into certain properties that represent it. Therefore, it is necessary to retrieve 
the relevant information of the according hypertexts. In this section, we present a 
technique for knowledge retrieval that is based on statistical and syntactical considera-
tions. Usually, a problem is modeled as an n-vector P where n is the number of attrib-
utes used to describe the problem. Every element of P must be normalized into the 
interval [0..1]. The solutions of a case are also represented that way. Here, we speak of 
an m-vector S, which is mostly a binary vector with elements set to 1 if and only if 
solution i solves the Problem P, and 0 otherwise. The variable m is the number of all 
solutions available from the according case-base. Obviously, a problem P can have up 
to m solutions. In the presented concept, the solutions are hyperlinks within the (prob-
lem-) files. To specify the attributes of hypertexts we chose the following settings (if 
available): 

 
• Every important (weighted) keyword of the document is regarded as an attribute 
• Every author of the document forms an attribute 
• The creation date and expiration date of a document are subsumed to one attribute 

“validation” 
• The publishing state3 and the version are combined to form the attribute “availabil-

ity” 
• The department information is one attribute “structure”, but we make the restriction 

that each document must not belong to more than one department 
 
Thus, we made a statistical approach to apply CBR-ideas. Semantic methods could 
have been modeled at this point too. An evaluation of our settings will be given in 
section “5 Evaluation of the CBR-Approach”. 

4.1   Keyword Extraction 

A very difficult problem is the extraction of keywords from a document on the basis 
of statistical distribution [20]. We decided to carry out a full text analysis with a spe-
cial treatment of HTML-tags. All words beside HTML tags, comments and the stop-
                                                           
3 Allowed states are for instance: generation in progress, reviewed, exported to the Internet, 

published ... 
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words (e.g. a multilingual list from CD-ISIS [21]) were treated as potential keywords4. 
Beside the classical stopwords we regard in the context of hyperlink management also 
terms as “homepage” and the company's name as unusable for classification of whole 
web pages by keywords. A “word” in this context is a sequence of letters without 
special characters (e.g. hyphens). The following table 1 shows the - arbitrary chosen - 
weights we attached to every word in a text depending on its relative position between 
tags. These settings reflect that keywords in titles or headlines are more important than 
those in the body. In the next version of our CBR-approach, the weights of the key-
words should also be part of the learning process. 

 

Position within tag Weight 
<TITLE> 50 

<META> (description) 10 

<H1> 5 

<H2> 4 

<H3> 3 

<H4> 2 

<BODY> 1 

<A HREF> 0 
Table 1: Distribution of keyword weights 

The number of occurrences of a word in a document multiplied with the settings of 
table 1 results in an absolute weight. Words within the anchor-tag for hyperlink refer-
ences (HREF) are unconsidered because their information results already in a concrete 
link. 

Only the words that exceed a minimum threshold (depending upon the document 
length) are treated as keyword attributes. In addition - if there are too many keywords 
- only the ones with the highest weights are selected5. At the end all weights are pro-
portionally transformed into the interval [0..1]. Thus, all weights are divided by the 
maximum value among them. 
Some essential points of the keyword extraction are: 
• Keyword extraction does not consider ambiguities in the meaning of the words that 

are spelled the same 
• Abridgments and acronyms can be defined in the text itself and will thus be treated 

like stopwords 
• Even if two texts only have few keywords in common, they can share their solu-

tions in CBR-systems 
• The use of full form lexicons for treating different kinds of word-flexion [22] 

should be applied in the future 

                                                           
4 We made our studies for English and German documents. For the latter, we have an additional 

restriction: only words with beginning capitalized letter (beside the first word of a sentence) 
are regarded as potential keywords. In German nouns always start with a capitalized letter. 

5 The number of keywords varied between five and hundred. 
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4.2   Author Information 

If the author of an HTML document is known, this information will form an additional 
attribute for the according CBR-case. If there is more than one author, the system is 
able to take care of the varying relevance of the different authors (e.g. the first author 
is weighted by 1, the second by 1/2, the third by 1/3 and so on; or all authors are 
weighted by 1 in case of alphabetically sorted authors). 

4.3   Document Validation 

The idea to consider the “age” of a HTML-file as an attribute to form a CBR-case 
arises from the perception that the relevance of the content depends on its creation and 
expiration time. This is also true for the links contained in these documents. To get a 
linear value between 0.0 and 1.0 for the validation of a file we calculate the “distance 
in time” between now and the lifetime of the document. There are three possibilities as 
described in figure 1: 

 
 
 
 
 
 

Figure 1: Timeline to calculate validation 
 

If the creation or publication time of a document D is in the past and the expiration 
time is in the future (T2 = “now”), the “validation” value n of D will result in: 

 
         n = 1.0             (1) 

If the publication time of D is in the future, e.g. D is not yet visible in the Inter-
net/Intranet (T1 = “now”) the validation n is calculated as:  

(2)  

 
If the document is already obsolete the validation attribute of the corresponding 
documents will obtain the following value (T3 = “now”): 

(3)  

4.4   Departmental Information 

If possible, additional information of the document structure is also used as an attrib-
ute for CBR. Here, the idea is that those documents that are positioned “deeper” in the 
(tree) structure of a web-site obtain a lower value as those on the top level. The usabil-
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ity of links with regard to structure depends on how general the contents of the con-
cerned web pages are. It is more probable that links on the top level are not as specific 
as those in other positions, even though this is not always true. Very often, files all 
over the web-site refer to the root of the tree (the “home” link). 

5   Evaluation of the CBR-Approach 

The presented link proposal method implemented as a pure Java application should be 
a module of a complete hyperlink management system or a standalone program. Even 
though it is not meant to be used “a posteriori” on finished hypertexts, we think that 
the comparison of the system proposals with the real links inside existing documents is 
an appropriate possibility to measure the performance of the system. Therefore, we 
chose several existing web pages, extracted the links within, classified the texts with-
out considering the link information, and compared, finally, both results. The model 
we presented is not easy to classify with regard to the terms precision, recall, thor-
oughness and ease of use [4]. 

• The CBR approach is easy to use because it provides proposals without any prior 
user interaction (no construction of semantic models etc.) 

• All link proposals belong to the whole document. Therefore, the web author has to 
replace the links if she/he wants to have it at a specific location within the text. This 
is an inconvenience of the CBR-approach 

• CBR can only be as accurate as the according cases in the case-base. It can never 
propose a link which has not already been learnt 

• The system makes many proposals, ordered by the probability of their usefulness. 
An evaluation in terms of recall and precision this is rather problematic  

 
Therefore, we introduced new terms on base of the probabilities of the link proposals. 
On the one side, the “Quantified Cumulating Recall (QCR)” describes the sum of all 
probabilities in the set of proposed links that were really found in the hypertext di-
vided by the number of those links. If applied on every link in the hypertext, the QCR 
becomes an increasing curve. On the other side, the “Quantified Cumulating Precision 
(QCP)” describes the share of hits among those proposals (the “good” links of [4]). 
The gradient of both curves signals the quality of the proposals. The best curve would 
be the diagonal.  

As a practical evaluation example, we show below the link proposal results for the 
first ninety pages6 of the Association for Computing Machinery (ACM) 
(www.acm.org), the World Wide Web consortium (W3C) (www.w3.org) and the Insti-
tute of Telematics (TI-FHG) (www.ti.fhg.de)7 (figures 2 and 3).  

                                                           
6 ... with a depth first search tree scan beginning with the document root. No other than HTML-

files were considered. For external web scans only the keyword attributes were available. 
7 We did not begin with the document root here, but with the “no frames” root page. 
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Figure 2: Quantified Cumulating Recall  Figure 3: Quantified Cumulating Precision 
 

The QCP of the TI-FHG proposals was higher because we could use here the com-
plete set of attribute values (keywords, author information, validation etc.). The over-
all recall and precision results are rather good, but a lot of effort has still to be done in 
order to become perfect. 

6   Conclusion and Outlook 

We presented a method similar to Case-Based Reasoning to propose links in the con-
text of hyperlink management systems. After a general introduction of CBR-systems 
we focused on a special model for hyperlink suggestions with some differences to 
classical approaches. Especially, we decreased the importance of the cases themselves 
and operated with implicit similarities instead of explicitly looking for the best match-
ing element in the case-base. The difficult task of retrieving knowledge from a hyper-
text was split into several parts. The most important attributes are the weighted key-
words. 

In order to adequately measure the quality of the system proposals we refined the 
terms of recall and precision. In the evaluation part, we presented some promising 
results of “a posteriori” classifications of web pages. 

Even though the proposal mechanism works rather well, several improvements are 
possible. Our future work aims at increasing the efficiency of the learning algorithm 
and the finding of the best parameter values. The method must be extended by consid-
ering not only proposal acceptance but also the rejection of hyperlink suggestions to 
improve precision. 
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Abstract.  The tendering/bidding process is vital for companies in the
construction sector. This sector includes a number of actors performing at each
stage of the process three different roles (client, info provider, provider). Based
on e-commerce technologies numerous systems have been developed, aiming at
the electronic support of this process. A short review of those systems indicates
that they mainly focus on providing information about tenders. However, they
don’t cover much of the bidding process, where the formation of a virtual
consortium is often required and the preparation of the final bidding document
requires bids from subcontractors and suppliers. SupplyPoint is an innovative
European-wide research and development effort partly funded by the European
Commission under the ESPRIT Programme. The SupplyPoint system will
support the whole tendering and bidding process, electronically providing - in
addition to what existing systems provide - services for forming virtual
consortia that bid for construction projects.

1  Introduction

The rapid evolution of e-commerce in the past few years has introduced new ways for
organizations to perform tendering processes and participate in biddings. The term
tendering is used to describe all the actions performed by the awarding authority to
produce, publish and manage tendering documents, while bidding incorporates the
effort of interested organisations to win contracts by responding to tenders. In this
context, the value adding functionalities related to e-commerce technologies include
for example electronic publication of tenders, electronic search of tenders as well for
partners and suppliers, electronic submission of biddings, electronic notification of
award and so on.

Those abilities are especially important for industries, where business is performed
on a project-by-project basis and in many cases by consortia formed especially for the
project. This is the case of the construction sector, where timely opportunity
identification and adequate consortium formation are the key factors for winning a
contract.  As a result the main actors of the sector, i.e. tendering authorities,

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 379−388, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000 



construction companies, suppliers of materials, and manufacturers can gain
substantial benefits, by using these new electronic mechanisms.

1.1  Aims of the paper

•  To analyse the opportunities (and risks) of electronic commerce for electronic
tendering and bidding in the construction sector, by examining the chain of
business processes and reviewing the pros and cons of existing systems;

•  To present SupplyPoint, an innovative European-wide research and development
effort (SUPPLYPOINT: Electronic Procurement using Virtual Supply Chains is
partly funded by the European Commission under the ESPRIT Programme -
project EP-27007 - see [1]). The SupplyPoint system (which is currently under the
final stage of development and testing) will support the whole bidding process
electronically providing - in addition to what existing systems provide - services
for forming virtual consortia that bid for construction projects.

1.2  Structure of the paper

The next of the six sections presents the value chain actors and processes in the
construction sector and reviews the pros and cons of existing tendering/bidding
systems. Section three presents the rooms concept used.  The fourth section covers the
main functionalities and the technical architecture of the SupplyPoint system, while
the fifth section presents the way the SupplyPoint system facilitates the formation of
virtual consortia [VCs] with the use of alternative business scenarios. Finally some
concluding remarks and outlines for further research directions are given.

2.  Managing Virtually the Tendering/Bidding Process in the
Construction Sector

The tendering/bidding process in the construction sector is characterised by the
involvement of a large number of actors and requires a substantial investment of time
and effort often with a limited success ratio. The set of actors involved includes the
contracting authority, architectural and engineering firms, general contractors,
specialised contractors, suppliers, manufacturers etc.

Those actors perform different roles during the tendering/bidding procedure. Based
on the nature of the activities three roles have been identified:
•  Client,
•  Info Broker and
•  Provider.

As shown in figure 1 the main subject of the Client role is the successful
completion of the tendering/bidding procedure. The Client prepares tender
documents, evaluates bids and assigns the contract to the winner of the tender. This
role is performed by the contracting authority but also by any other actor who wishes
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to purchase services or products for the implementation of their work within a project.
An example would be a general contractor searching for suppliers or subcontractors.

Fig. 1. Breakdown of tendering/bidding process by roles.

The role of Info Broker is to collect, organise, amalgamate and dispatch
information about tenders in progress, potential partners, contract awarded and so on.
As will as the above mentioned typical Info Brokers, this role is also performed by the
contracting authority and occasionally by any of the actors when for example passing
information to partners or subcontractors.

A typical provider could be a general contractor, who after searching for tenders
and choosing one to bid, forms with others a Virtual Consortium (VC – see [6]).  The
VC then prepares and submits a bid to the client. However, this is also the case when
specialised contractors, suppliers or manufacturers send their bids to a general
contractor that is preparing a bid for a tender.
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Managing virtually the tender/bidding process consists of supporting electronically
the execution, partially or in total, of the activities executed by the above roles. From
the client point of view it is important to develop a module providing the ability to
upload tender notices and tender documents making them directly available to
interested parties and eliminating lead times. Since very often after the publication of
the tender, clarifications are made, the module should in more advanced systems
provide the ability to amend clarifications to tender documents after they are uploaded
and to notify providers who have already downloaded the tender documents.  This
functionality is provided in some systems (for example ELPRO), see [5] for further
details of the European environment.

Having made all the tender documents electronically accessible, focus is now on
the way to access them. Thus a sophisticated search engine is required. This engine
should enable quick multi-parameter search of tenders and flexible presentation of
results. Additionally this module could automatically send e-mails informing the user
of any new tenders that match a predefined profile(s). This profile is defined by the
user and contains priorities and interests, which are the basis for the screening of new
tenders. Another important issue is the ability to search for and gather information
about potential partners, subcontractors and suppliers as well as to have a secure
environment ensuring on-time and quick communication with them.

Virtual support also has to deal with the need for exchanging documents and
messages within the VC after the its formation, when the bid preparation bid begins.
An effective solution is the commitment of adequate space in a web server dedicated
to the consortium, managed by the consortium leader and accessed by all partners
(depending on rights). Towards the end of the tender/bid process, virtual management
should support the electronic submission of the bid, the communication between
client and provider and the electronic dispatching of the results. If this is
accomplished in a way that does not endanger confidentiality of the bids, substantial
advantages can be gained in the minimisation of the response times to tenders.

In this context many electronic tendering/bidding systems have already been
developed and are currently in use, supporting the tender/bid process in the
construction sector. Outside Europe most of the systems operate in the USA
(Trns•port Expedite™, Bid Express, Bid Line), in Canada  (MERX, BIDDs) in
Australia (DCIS System) and in Hong-Hong (ETS). In Europe a very important factor
in the tendering process is the obligation of public bodies to publish calls for tender in
the Official Journal of the European Union (Supplement S), when their values exceed
the established thresholds. Thresholds vary, depending on the subject of the tender
(e.g. services, procurement, works). In the case of public works the threshold is set at
5.000.000 Euro. In other words Europe has developed a database of medium and high
value tenders fed daily by member states. This has resulted in the development of two
categories of systems supporting the tendering/bidding process in the construction
sector; pan European systems based on TED (Tenders Electronic Daily, the electronic
version of Supplement S) and national systems fed by tenders published by national
and local authorities.

Functionalities provided by these systems vary from system to system and include:
•  electronic search of ongoing or assigned tenders,
•  tender documents download,
•  search for partners in the systems database
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•  e-mail exchange between primes, subcontractors and suppliers,
•  automatic search of new tenders based on defined user profile and user notification
•  electronic creation and submission of bids

Most of the non-European systems are initiated by and focus on the support of
tendering authorities, whereas systems in Europe aim more often to support
companies, including the construction sector. The main scope of most existing
systems is to support the search for tenders and the acquisition of tender documents.
Few of them provide also the ability to search for potential partners through a
database containing companies validated by the authority, or members of local
official construction companies records.

Some systems offer also ability to submit electronic documents after appropriate
registration. With the exception of systems operated by tendering authorities, where
services are provided for free, the most common pricing policy is to provide free
tender search and requiring subscription to the service before providing access to the
full service package. However, many of the systems covering the national level in
European countries require subscription before proving any service.

Closing this section, it is important to note that none of the systems reviewed
provide a solid collaboration platform that can support - in a virtual manner - the
formation of a consortium. Another area that these systems lack is the integration and
automation of the whole tendering/bidding process. Such integration could be
obtained by incorporating technologies like workflow management systems; see for
example [3], [4], [7] & [9].

3  Rooms

The concept of “Rooms” (e.g. BSCW, see e.g. [2]) has been developed and this
provides the users with a readily comprehensible metaphor for their “location” within
the SupplyPoint system. A Room is a place in the system, where information
(documents) and users that have access to those documents are stored. Rooms can
contain rooms and documents in a hierarchical manner analogous to most computer
directory tree structures. Similarly each room has rights for visibility and access.
Again, documents have rights for view, edit and delete. A top level Room is
automatically created when an organisation is registered to SupplyPoint. This is the
“Home Room” of the organisation. Users can create (and subsequently edit and
delete) new Rooms and store information (e.g. contracts and potential partners)
concerning the formation of Virtual Consortia. They can also add edit, view and
remove both documents and user access from the Rooms. The GUI representing the
notion of rooms is currently implemented as a tree structure in much the same way as
for example windows explorer (see Figure 3 in section 4).

Each entity (a subscribing organisation or a virtual consortium) in the system owns
a top level home room, which by default contains two sub rooms: “Bookmarked
Organisations” and “Bookmarked Contracts”. These Rooms help to organise
information that concerns contracts and organisations and will be used for the
formation of a Virtual Consortium.
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4. SupplyPoint Architecture

Figure 2 shows the main components of the SupplyPoint (SPP) architecture. The
system consists of two main parts, the SPPClient and the SPPServer.  It also allows
for integration with external systems (ELPRO is shown as an example).
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S y s t e m  A r c h i t e c t u r e

Fig. 2.  SPP Architecture

It should be noted that the Common Object Request Broker Architecture (CORBA)
is used to provide a communications protocol.  The SPPClient establishes a
connection with the SPPServer via IIOP.  The Lotus Notes Domino Server is used to
provide the basic workflow components and infrastructure.  The visual element is
mirrored in the client using a Java GUI thus providing a high degree of integration.

4.1  SPPClient

The SPPClient delivers services to the users of the SupplyPoint system.  It provides a
Graphical User Interface developed in Java 1.2 that allows the user to access the
required functionality from almost any workstation. Within the SPPClient the user is
able to communicate with other SupplyPoint system users via a communication/E-
mail system developed (or rather integrated) for that purpose. The Rooms concept
(see Section 3 above) provides the users with a readily comprehensible metaphor for
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their “location” within the SupplyPoint system.  Both documents and users are
associated with Rooms. The GUI representing the notion of rooms is a tree view
similar to windows explorer as shown in Figure 3 below.

Fig. 3.  The SPP Client Graphical User Interface

Using the SPPClient the user is able to handle documents belonging to those rooms
depending on the permissions that have been set for the specific documents / rooms.
A number of external facilities are also access via the SPPClient including: an
Electronic catalogue that enables the users to purchase through the world wide web
and an electronic procurement system that enables users to look for available
contracts on the web and prepare tenders.

The SPPClient is installed on the user’s machine but it invokes methods, through
IIOP, that are implemented on the SPPServer. This thin client approach has been
followed in the SupplyPoint system thus offering a minimal footprint for the client
program and reducing the computing requirement on the SMEs computer system.

4.2  SPPServer

The server provides all the functionality for querying, inserting and updating the
database for permissions, documents, user details, etc. The SPPServer connects to the
Oracle database via a Thin JDBC driver in order to be able to query the database.
Requests from the SPPClient are received via the IIOP and the SPPServer executes a
specific method related to the request and queries the database via the JDBC driver.

385Virtual Tendering and Bidding in the Construction Sector



As indicated, the connection between the SPPServer and the SPPClient is via IIOP
for CORBA objects, however in order to provide support for workflow and
authentication, an XML (see for example [3] & [9]) wrapping technique for
documents is used.  XML is used as a transport mechanism since it can carry any
(Base64 encoded) document within it and also any associate document management
or state information. The wrapper may be considered as a persistent object
serialisation and, when de-serialised, has several useful properties and methods.
Properties may be read-only - such as its 'unique-id', write-only - such as an
individual's electronic signature of the document, and read-write - such as the
document itself (which becomes a read-only property once it has been signed).
Typical methods of this object are 'sign' and 'verifySignature' and others may be used
to change the state of the document's associated workflow state.

The SPPServer provides an Administration tool in order to be able set-up new
users and organisations in the system.  It can also monitor the database and the system
logs. The required configuration tools are also available to initialise the SupplyPoint
system properties such as the ORB and the database connection.

SupplyPoint has interfaces to the following external services and systems:

4.3  TZI Authentication Package

The TradeZone International authentication service is being utilised to provide secure
and reliable authentication of both the server application and the user. In the prototype
system the authentication is by a simple UserID / PIN method. Having authenticated
the user the server will then hold a token for the duration of the users session.

4.4  TZI Payment Package

Within the SupplyPoint project the TradeZone payment service is being developed as
a means of on-line payment for registration fees.  It is envisaged that as a stand alone
plug-in service this can be utilised for other payment requirements at a future date.

4.5  ELPRO Public Procurement System

Under EU Legislation, public bodies are obliged to invite tenders from across Europe
for [Works] contracts over 5.000.000 Euro, and give notice of this in the Official
Journal of the EU (sometimes referred to as the OJ). Tenders are also currently
announced electronically via TED (Tenders Electronic Daily) – see [5] for further
details.  The ELPRO system provides support to the entire procurement cycle for both
procurers and suppliers, starting with the announcement of intention to invite tenders
through to the award of the contract. There is an interface to the ELPRO system.
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5  Formation of Virtual Consortia (VCs) Using SupplyPoint

The formation of virtual consortia within the SupplyPoint system involves the direct
interaction and collaboration between potential partners, who enter into discussions,
through the system, to form a collaboration to deal with a specific tender/project.  The
concepts behind this process are described in [6].

An organization can identify potential partners using various searches or through
suppliers/partners already known to them (bookmarked).  Discussions with these
potential partners can be carried out and agreements made to form a virtual
consortium by creating a shared work area containing various collaboration sections.

Within this on-line business area, or virtual company building, the partners are
given access to discussion rooms, data storage rooms and workflow procedures to
facilitate in the collaborative processes to prepare and submit a bid for tender.

In creating the virtual consortium (and virtual company building), information
needs to be supplied including; the VC name, a list of partners, access rights (for
partners and individuals from the partners), a management structure and of course a
“contract” of interest to the VC (i.e. that it intends to tender for).

From this a virtual company building containing a room of partner details and a
contract room for the contract of interest to the VC is formed.

Once formed, anything that a single company can do within the SupplyPoint
system can be done by the VC.  However, internal workflow will be required to
ensure that all the relevant parties have agreed on a particular action. For example, the
partners must electronically agree any tender documents before they can be submitted
as a bid.  To prepare a bid a workflow procedure is used allowing all partners to
contribute and agree to the bid before it is sent to the awarding body.  This workflow
procedure includes:
•  From within the contract room a workflow procedure can be initiated
•  A tender bid document is created and circulated to all partners in turn
•  Tender details are entered into the document by each partner
•  After each partner has contributed the final document is prepared for submission
•  Each partner must access the final document and approve or modify it
•  If a document is modified the approver list is reset and all partners must re-approve
•  A manager must ensure that a document if fully approved before submission

These processes are supported by the workflow facilities of SupplyPoint.

6. Conclusions and further research

Tendering and bidding in the construction sector is a very important process involving
a large number of actors in three different roles. In order to support the process taking
advantage of e-commerce technologies numerous systems have been developed. The
majority of those systems support search for tenders and the acquisition of tender
documents and few of them provide additional services such as search for potential
partners, electronic submission and so on. However, existing systems do not provide a
solid collaboration platform that can support the formation of a virtual consortium.
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That was the opportunity for the development of SupplyPoint, a new system aiming to
support the whole bidding process.

The SupplyPoint system is available for validation and verification from June 2000
and a critical mass of users has been identified in France and the UK. The project will
end in late 2000, when the system will be available for commercial purposes.

Currently SupplyPoint provides access to above the line procurement, however
there are many opportunities for contracts below this figure of 5.000.000 Euro
(Construction Works).  There are a number of regional and sector specific systems
that provide this type of information - interfaces to these sources would be extremely
beneficial, as would the ability to be able to place sub-contracts onto them.

Further work will be required on many issues, including for example the close
integration with new and existing 3rd party services, in order to provide a seamless
environment for the SupplyPoint user.

The virtual rooms concept is being utilised in the education arena to form a virtual
campus with students and tutors being able to upload notes, tutorials etc online.

Although this paper does not address the legal implications of virtual company
formation the SupplyPoint consortium have done extensive research into the subject.
The final report will be publicly available shortly.
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Abstract. In this paper, an approach to implement automated auctions
as a negotiation mechanism for Business-to-Business electronic commerce
applications is presented. It is based on Genetic Algorithms (GAs) that
evolve FSMs (Finite State Machines). Each of these FSMs represents an
auction strategy that competes on the market and is modified over time
according to the outcome of this competition by using GA principles.
The paper gives an overview of auctions, especially in the Business-to-
Business domain, and other work related to this paper. Then, the ap-
plication of Genetic Algorithms to automate auctions is presented and
relevant details on the prototype implementation are given. In addition,
some key results obtained from experiments using this implementation
are discussed.

Keywords: auctions, genetic algorithms, negotiation strategies, E-Commerce.

1 Introduction

Internet auctions are becoming more and more popular as they offer a means of
doing business that has the potential to replace fixed price mechanisms of con-
ventional commerce by those that are truly based on the dynamic demand for
the respective goods. Presently, auction sites on the Internet mostly focus on the
needs of end-consumers, i.e. they can be classified as a part of the Consumer-to-
Consumer or Business-to-Consumer commerce. However, providers are emerging
that offer auction mechanisms for the Business-to-Business domain which cer-
tainly has an enormous economic potential. With respect to this domain, possi-
bilities of automating auctions would be of great benefit, e.g. for enterprises that
belong to or depend on the supplying industry and therefore need to negotiate
on many items to get best prices.

This paper presents an approach to automated auctions in the Business-
to-Business domain using Genetic Algorithms. Genetic algorithms (GAs) are a

* This work is supported, in part, by grant no. La1061/1-2 from the German Research
Council (Deutsche Forschungsgemeinschaft, DFG)

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 389−398, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000



kind of optimization technique based on evolution principles. Due to their main
feature of self-adaptation, negotiation strategies that are based on GAs seem
to fit very well to dynamic markets in general. In [TWL00], we presented an
approach to use this technique in bilateral negotiations. In this work, GAs are
applied to auctions as an example of multilateral negotiations. So this work can
be seen as a first step to prove the applicability of GAs to the very diverse
domains in the field of E-Commerce.

The remainder of the paper is organized as follows: Section 2 gives an overview
of auctions with emphasis on computer-aided or automated auctions. Then, the
essentials of Genetic Algorithms, especially those based on FSMs, and how they
can be applied to auctions are described in Section 3. The next section 4 gives
details on the implementation of the prototype system and reports some of the
results achieved from experiments done with this system. The last section 5 gives
a summary and an outlook on possible future work.

2 Auctions

Generally speaking, auctions are a form of multilateral negotiations on one issue
(price). Kumar and Feldman [KF98] present a classification of auctions by three
key attributes:

Interaction format Open cry auctions are similar to auctions that take place
in a public meeting. Every participant learns about every bid from the other
participants and must response to a bid in a few seconds time. For internet
auctions, this would mean that every participant must be online at the same
time. This is almost impossible especially if the participants live in different
time zones. Another problem is that this kind of auction needs a reliable
distribution of the offers with low latency. Given the often unreliable and
high latency connections in the Internet, it is very hard to guarantee these
properties.
In a single-round sealed bid auction, all offers are collected until a certain
deadline and afterwards evaluated. In multiple-round sealed bid auctions,
there is a deadline for each round of bids and then either the auction is closed
or a new round of bids is started. This kind of auctions appears to be much
better suited for Internet applications because it is inherently asynchronous
and thus, not all participants need to be online at the same time and offers
do not need to be broadcasted with a low latency.

Control of bids and offers Either the auctioneer can announce a bid and see
if one of the participants is willing to pay it or he can ask the participants to
submit their bids. If the auctioneer announces the bids, he can either start
with a very high bid and lower it or he can start with a low bid and raise it
until only one participant is left in the auction.

Setting the trade price After the bidding phase, the bidder with the highest
bids gets the auctioned item. But the price he has to pay needs not necessarily
be the same as his bid. If there are multiple auctions with identical items, all

390 E. Wolff, M.T. Tu, and W. Lamersdorf



winners could be allowed to pay the price of the lowest winning bid. Another
alternative is to let them pay the highest non-winning bid (Vickrey auction).

Apart from these key attributes, there are many other specific characteristics
of auctions such as how much information about the other offers is disclosed to
each participant. The end of the auction is another example of such a character-
istic: It can be closed after a certain number of rounds or at a specific point of
time. Another possibility is to end the auction when the frequency of new bids
decreases below a certain threshold.

For the auction system presented here, a multiple-round sealed bid auction
was chosen. The auctioneer announces a minimum bid and can lower the bid if
no participant is willing to pay this minimum bid. Each subsequent bid must be
higher then the previous bid. The final bid is also the price the participant has
to pay for the item. During the bidding process, each participant is only given
the information whether his bid is currently the highest bid. The bids of the
other participants are not disclosed to him. The end of the auction is reached
after a certain number of auction rounds.

As mentioned above auctions are multilateral negotiations. The main mo-
tivation for implementing such an auction system is to try GAs on the rather
complex field of multilateral negotiations as compared to the work already done
by us in the field of bilateral negotiations [TWL00]. So this is the first step to
tackle the area of multilateral negotiations using GAs.

Another reason is the rise of Business-to-Business auctions where an enter-
prise and its potential suppliers form a marketplace to negotiate about the price
of items. In this kind of auctions, a lot of identical items are traded between two
or more parties. Conducting an auction for each of these items seems impractical
due to the high costs for such auctions with human participants unless there is a
convenient way for the automation of these auctions. To accomplish this, there
needs to be a large group of agents that take part in the auctions on behalf of
the original parties. Each of these agents should then buy or sell one of the items
in an auction. Note that such a technique does not depend on the fact that the
price is found using an auction but could be applied to every kind of mechanism
to determine a price.

3 Using FSM-based Genetic Algorithms for Auctions

To optimize groups of items, Genetic Algorithms (GAs) can be used. GAs are
inspired by the evolution taking place in nature. This process is based on very
simple principles: selection together with reproduction, crossover and mutation.
Selection means that only the fittest individuals survive. Reproduction is the
ability to breed new individuals and mutations are deviations during this re-
production process. Crossover is the ability to take two individuals (parents) to
breed one new individual that shares some attributes with each parent.

In GAs, these basic principles of evolution are used to create objects that are
optimized for a certain function. To carry out this process, a set of objects (the
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population) is evaluated at discrete points in time (between the generations).
Each individual has a certain probability to be taken into the next genera-
tion. This probability depends on its quality (fitness) measured in terms of the
property that should be optimized. The individual can be propagated into the
next generation either unchanged (reproduction), mutated or as resulted from
a crossover with another individual. The evolutionary approach can be used for
the optimization of numerical problems (Genetic Algorithms) as well as for the
automatic generation of programs (Genetic Programming) [BNKF98]. A benefit
of these techniques is that they can be used for tasks that require the capabil-
ity to adapt to a changing environment, i.e. to optimize individuals even if the
criteria for the optimization change over time as in changing market places.

For auction scenarios as those described above, the optimization of a popu-
lation of agents by means of Genetic Programming (GP) appears to be a good
approach. An important decision in applying Genetic Programming is determin-
ing the data-structure that is used to represent the programs such as the auction
strategies in this example. For the system described in this paper, Finite State
Machines (FSMs) are used because they are a simple, yet enough powerful model
in comparison to other approaches of applying GAs to the E-Commerce field.
For example, in [Oli96] simple linear structures are used.

Usually, FSMs just accept regular sets. But in order to be applied to auctions,
they must also generate some output (bids) as response to some input (state of
the auction). This can be achieved by using FSMs with output such as Mealy
automata [HU79]. An example of a strategy modeled as a FSM can be seen in
Figure 1. After bidding the initial offer (not shown in the figure), the FSM is
in the initial state (the black circle in the middle). In case the initial offer is
successful — i.e. it is the highest offer in the first round — the FSM is given an
input of 1 and thus continues to the right state and outputs 100 as the increase
of the offer, i.e. it will increase the offer by 100 in the next round. If the initial
offer was not successful, the FSM is given an input of 0 and continues to the
left state, this time increasing the offer by 200. The left and right states are
almost identical, the only difference is that a successful bid in the left state
result in a raise of 150 while in the right state, this results in a raise of only 50.
So the strategy presented here depends very much on the outcome of the initial
offer: If it was successful, the FSM continues in the right state and raises the
offer by relative small amounts compared to the case where the initial offer was
not successful. This represents a strategy where the participant believes that in
case the first offer was successful, it is likely that afterwards only relative small
increases are needed to stay successful.

Note that the strategy presented here can also be given a semantics that suites
the role of an auctioneer: The initial offer can be interpreted as a minimum bid
and the outputs of the FSMs as amounts by which the minimum bid is decreased.
So if an auctioneer follows the strategy presented in Figure 1, he will lower the
minimum bid by 200 if no participant was willing to pay the initial minimum
bid. In case the initial offer was successful, the minimum bid will be decreased by
100 but this will not influence the outcome of the auction as there are already
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participants that agreed to pay the initial minimum bid. This shows that in
the system implemented, the strategies for both auctioneers and bidders are
really identical; they only have different semantics depending on the role of the
participant.

0 | 200

0 | 200

1 | 150

0 | 200

1 | 50

1 | 100

Fig. 1. A strategy for auctions as an FSM.

Besides the semantics of the FSMs, there must also be a definition of the
genetic operators for crossover and mutation. Mutation on FSMs is implemented
in this system by changing the states and edges. So for example, the input symbol
of an edge can be modified or a state can be connected to different edges. For
crossover, the sets of states of two FSMs are taken and each is divided into two
subsets. Then the subsets are interchanged and edges are created as a connection
between the subsets.

To calculate the fitness of a specific FSM, auctions are simulated. During
each generation, every FSM takes part in at least one auction and according to
the outcome of these auctions, it is assigned a fitness that determines whether
it will be in the next generation or not. For the participants of the auction, each
successful auction is rewarded with a fitness value of 2000

p where p is the price

that the participant payed in the auction1. If the participant did not succeed
in the auction, it is assigned a fitness value of 0 for that action. As mentioned
above, FSMs can also be used to implement the strategy of auctioneers. In this
case, the fitness is calculated as p

2000 because it is better for an auctioneer to
achieve a higher price.

To simulate a multifaceted market, there are also fixed strategies. For auc-
tions, these strategies can only choose when to increase the bid by which amount.
Most often, the maximum bid the participant is willing to pay is fixed by means
such as the value the participant assigned to the item. Thus, the decision how
high the maximum bid can be should not be made by the strategy but rather
by some external source such as the participant himself. In the MarketMaker
system [MIT], a way to generate strategies for auctions is proposed: The user of
the system can decide what the graph between the initial and the maximum bid
should look like. For instance, one can choose to use an exponential function.

1 The constant 2000 is chosen because the bids in the experiments done are in the
order of 2000 and this fitness value will be in the order of 1.
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That would mean that at the beginning of the auction, the bid is increased at
lower rates than at the end of the auction. This represents a strategy where the
participant wants to be cautious at the start of the auction but is willing to risk
more at the end. An alternative would be to raise the bid linearly.

For the system presented here, fixed strategies with a linear increase of the
bid are used. The parameters for these strategies are the amount by which the
bid is raised each round and the initial bid. Both of these values are taken from a
normal distribution and the mean value as well as the standard deviation of these
values can be set to model a market with certain price ranges. The percentage
of agents with fixed strategies to take part in each auction can be set and so
a complete market with a certain demand and certain prices can be simulated.
Again, the same kind of strategies can be used for auctioneers, so apart from
the demand, also the supply of the market can be simulated using these fixed
strategies.

4 Implementation and Results

To implement the concepts presented in the last section, an object-oriented ap-
proach was chosen and the Java programming language was used. In this section,
the prototype auction system based on GAs will be presented. Then, some ex-
periments done using this prototype system and their results will be described.

The prototype auction system consists of a part that is responsible for auc-
tions in general. Within this part, it is defined how the auction should be carried
out and the functionality to implement bidders and auctioneers with fixed strate-
gies is implemented. However, the implementation of the auction itself makes no
assumptions about the bidders and auctioneers and thus, FSMs can easily take
part in these auctions. Every time an auction takes place, not only the bidders are
assigned a fitness but also the auctioneer. Both the auctioneers and the bidders
can be FSMs that are optimized by a Genetic Algorithm. Most of the func-
tionality for general negotiations and GAs was provided by a framework for the
implementation of Genetic Algorithms that was built at the University of Ham-
burg to study GAs in the context of negotiations and auctions (see [TWL00] for
more details on the framework). After this system was implemented, a number
of experiments, also called scenarios, were performed and results were measured.
These scenarios share the parameters shown in Table 1.

Each scenario was run with values for the mutation and crossover probability
in the range from 0 to 0.5 in steps of 0.05. In the 20th generation, the prices
for the bidder with strategies optimized by a GA and for the bidders with fixed
strategies was measured. In addition, the ratio between auctions where a fixed
strategy succeeded and auctions where a strategy optimized by a GA succeeded
was measured. The same was done for the strategies of the auctioneers. For
the auctioneers, the chosen parameters for both the fixed and the genetically
optimized strategies can be found in Table 3 while the parameters for the bidders
can be found in Table 2.
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parameter value

size of population 20
generations 20
iterations (for mean values) 100
auctions per generation 4
rounds per auction 5

Table 1. Common parameters for all scenarios.

genetically optimized strategies fixed strategies

participant per auction 2 50 %=2

initial offer 0-2000 N(900, 100)

increase per round 0-120 N(100, 10)

FSM have ≤ 10 states initially. linear increase

Table 2. Parameters for the bidders. N(x, y) denotes a normal distribution with mean
value x and standard deviation y.

The first relevant result achieved is that with respect to the auctioneer, both
fixed strategies and strategies optimized by a genetic algorithm perform equally
well in all scenarios. This is not surprising since auction is a market type where
bidders determine the price by outbidding each other. What the auctioneer does
during the auction can not influence this.

For the bidders, first a scenario was implemented where in each auction,
there were two strategies that were optimized by a Genetic Algorithm. This
resulted in a competition in which these strategies tried to outbid each other.
The reason for this is that the strategy that succeeds in an auction is assigned
a fitness > 0 while the strategy that does not succeed is assigned a fitness of 0.
So an evolution takes places where the strategies with lower maximum bids are
slowly extinguished because of their lower fitness values. At the same time, the
genetically optimized strategies succeed in virtually every auction. So there is
a close connection between the maximum offers and the rate of success in the
auction: If the maximum bid is very high, one can succeed in almost all auctions.
This translates to a high market share in the market of the auctioned items.

genetically optimized fixed
strategies strategies

initial minimum offer 0-2000 N(900, 100)

decrease per round 0-100 N(100, 10)

FSM have ≤ 10 states initially. linear decrease

Table 3. Parameters for the auctioneers.
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So for the next scenario, only one strategy that is optimized by a Genetic
Algorithm is allowed in each auction. In that case, the market share of the
strategies optimized by a genetic drops to about 80 %-90 % and the prices paid
by them also drop, but they are still higher than the prices for fixed strategies.
Again, this is not surprising because higher maximum bids lead to higher market
shares as stated above.

The real problem of these scenarios is that the implemented system has not
taken into account the actual goal or the value function of the person or company
that wants to use the strategies. Two simple goals can be considered: purchase
as many items as possible for a certain total price or purchase a certain number
of items for a price as low as possible. A certain number of purchased items
translates to a certain number of purchased items. For example, if the market
share is 40 % and there are 1000 auctions, then 400 items are bought. Once
the market share and the price can be controlled, more complex value functions
representing a relationship between price and market share can be specified by
the user. Therefore, in the next scenario, the strategies were assigned a fitness
> 0 only if they bought the item for a price below a certain threshold, and
in fact then, the strategies are really optimized by the Genetic Algorithm to
fulfill this requirement because the evolution leads to a population of strategies
with a mean price well below this threshold. To control the market share, a
scenario was implemented in which the strategies were assigned a fitness of 0 if
they purchased more items than specified by the user. This led to a population
that did not exceed the specified market share. However, at the same time, the
fixed strategies achieved a higher market share with lower bids. So even though
the goal was reached by the population, they performed worse than the fixed
strategies. At least, it was shown that GAs can fulfill the goals of a user.
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Market share stratgies optimized by GAs

Fig. 2. Market share for the strategies optimized by Genetic Algorithms in each gen-
eration.
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Another important point to take into account is the question how fast the
population can adapt to changes in the market. To answer this question, the
values for the fixed strategies were changed in the 10th generation: Instead of
an initial offer of 900, the fixed strategies now make an initial offer of 1500.
This means they are willing to pay 600 more for the items and thus a change in
the marketplace is simulated. Also the number of auctions per generation was
lowered to two. The changes for the market shares and the prices are given in
Figures 2 and 3. From the first generation, it takes 3 generations (6 auctions)
until the market share reaches a value that stays constant until generation 10.
At that point, the market share drops because of the price increase. This time, it
takes 4 generations (8 auctions) until a stable value is reached again. This gives
some hints on how long the results of the strategy population stay sub-optimal
if a change occurs in the market. However, it is important to note that in real
markets, the changes are usually not as dramatic as the changes presented here.
So in a slowly changing environment, the Genetic Algorithms could perform even
better than the values presented here suggest.
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Price stratgies optimized by GAs
Price fixed strategies

Fig. 3. Prices for the fixed strategies and the strategies optimized by a Genetic Algo-
rithm in each generation.

5 Summary and Outlook

In this paper, a method to make a population of agents learn strategies for mul-
tilateral negotiations (i.e. auctions) in Business-to-Business E-Commerce based
on Genetic Algorithms (GAs) has been presented. To model the strategies, Fi-
nite State Machines (FSMs) are used as the basic data structure processed by
the GAs.

To explore the applicability of GAs as a negotiation mechanism, especially
as strategies for auctions, a corresponding prototype auction system was built
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and several experimental scenarios were implemented. The first scenarios lacked
the possibility for the user of the strategies to specify his preferences. It was
realized that the most important values for the auctions are the maximum price
one is willing to pay and themarket share he wants to reach. In the scenarios
implemented later, the user could specify the market share he wants to achieve.
This is closely related to the number of items the user wants to purchase. The
other possibility is to specify the maximum price the user is willing to pay for the
items. In both cases, the strategies behaved as specified by the user. However,
at least in a few cases, fixed strategies are still more successful, i.e. reach a
higher market share while paying lower prices. Other experiments showed that
the population is able to adapt quite quick to changes in the market.

These results show that Genetic Algorithms might provide good strategies
for automated negotiations — which can be performed by mobile agents for
example (see [TGML98]) — in E-Commerce systems in cases where larger quan-
tities of items are traded in regular time intervals. Auctions are only one way of
implementing such systems; other mechanisms to agree on a price could also be
tackled by this technique. The main benefit is the automatic adaption to changes
in the market without human interference.

Several improvements can be still be achieved w.r.t. the Genetic Algorithms
used in the system described here, as only very basic algorithms have been used
now and could be easily replaced by more sophisticated GAs. Also other data
structures than FSMs could be used. The main conclusion that can be drawn
from the presented work so far is that Genetic Algorithms apparently match
the requirements for enabling automatic Business-to-Business E-Commerce quite
well and therefore, further research in this area might be very fruitful.
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Abstract. As websites grow large and become more sophisticated, or-
ganizations use structured database systems as a source of base data
for information on the website. Thus, it has become critical to keep a
very large website up-to-date in response to the frequent changes in base
data. This gives rise to an important issue: Can a website be timely re-
freshed by executing a set of queries against the base data? In this paper,
we investigate the feasibility of scheduling a set of queries to refresh a
very large website. Based on two types (tight and loose) of feasibility
requirements, we present feasibility results when the base data change
with uniform, regular and random periods. We found that tight feasibil-
ity depends on the interval length between two consecutively raised cell
refresh requests while it is NP-Hard to determine loose feasibility when
the base data have regular or random update periods. For the case when
the base data have the uniform update periods, loose feasibility of a set
of refresh queries depends on the sum of execution times of the refresh
queries.

1 Introduction

The popularity of WWW has made it a prime vehicle for disseminating informa-
tion. More and more corporations and individuals advertise themselves through
websites in recent years. Compared to static and dynamic Web pages which are
dynamically created by a CGI script at run-time, we focus on semi-dynamic
Web pages whose contents are extracted from source databases and the contents
change in response to updates to the source databases. An example of such a
page (Figure 1) can be found at http://www.fish.com.sg where a list of stock
information is refreshed frequently with respect to updates to base data. A cru-
cial problem arises when base data change frequently and there is a need to keep
a large set of semi-dynamic pages up-to-date in response to source changes since
no one is interested in stale data on the Web; an investor may suffer great losses
relying on obsolete stock price on the Web.

To perform update on a website that hosts semi-dynamic Web pages, fresh
data are “pulled” to the website by executing queries against the source database
since the freshness cannot be guaranteed by “pushing” base data from the source
databases to the websites. To differentiate between the contents derived from
base data and the trivial contents of a Web page, we refer to that portion of
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Fig. 1. A semi-dynamic Web page whose content comes from base data

a page derived from base data a Web cell . Each cell has an associated refresh
query. The task of refreshing a website is to schedule refresh queries to refresh
the Web cells in the website. In our approach, we collect and materialize all cells
of a website into a logical cellbase. A cellbase functions like a cache and provides
fresh data whenever the Web pages must be re-generated.

Generally, a cell is timely refreshed once if a single execution of the corre-
sponding refresh query can be started after an update to the base data and
completed before the next update to the base data. The aim of website refresh is
to timely refresh all the cells in a cellbase constantly. However, this is not easily
achievable due to the update pattern of base data and the constraint of resources.
We approach this problem by considering the case when each base table in the
source databases is updated with finite frequency.

According to the “timeliness” or response speed to the update on base data,
it is possible to classify cell freshness into two levels: tight freshness and loose
freshness. A cell is tight fresh if the corresponding refresh query can be executed
instantaneously whenever an update event occurred on the base data, (assuming
that the query execution time is far less than the update interval of the base data)
. Otherwise, the cell is loose fresh if the execution of the refresh query starts with
some delay after an update event occurred on the base data but is nevertheless
completed before the next source update. For the set of cells in a cellbase, we
refer to the corresponding set of refresh queries as the candidate query set of
the cellbase. If all cells in the cellbase can be kept tight fresh by scheduling the
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Fig. 2. A tight infeasible but loose feasible candidate query set.

queries in the candidate query set, we say that the candidate query set is tight
feasible. Likewise, if the cells can be kept loose fresh, the candidate query set is
loose feasible. Note that a tight feasible candidate query set is also loose feasible,
but the converse is not true.

For each cell in the cellbase, whenever a relevant update event occurred on
the base data, a cell refresh request is raised. When tight freshness is required,
the refresh request is timely satisfied if the corresponding refresh query executes
instantaneously; otherwise, the request is missed . When loose freshness is re-
quired, the request is missed when the execution of the refresh query cannot be
started after the request has been raised and completed before the next request
is raised. Thus, no refresh requests would be missed for a (tight/loose) feasible
candidate query set. Note that since a cell may be derived from multiple base
tables that are updated with different periods, the constant interval between
the raised refresh requests for the cell, called the refresh period of the cell, is
restricted to the minimal update period among all base tables. The base table
having the minimal update period is called the feature table of the cell. Now let
us use a simple example to illustrate the tight and loose feasibility of a candidate
query set as follows:

Example 1. Let C = {c1, c2, c3} be a cellbase, where each cell has the same re-
fresh period 6 time units and the first update events on their feature tables oc-
curred at time instants 0, 1, 2 respectively. Queries in its candidate query set
Q(C) = {q1, q2, q3} take the same 2 time units to execute. As shown in Figure 2,
Q(C) is tight infeasible since q2 cannot be executed instantaneously when the
first refresh request of c2, denoted as r2,1, is raised at time 1. However, Q(C)
is loose feasible because for each refresh request of c1, c2 and c3, the execution
of the corresponding refresh query can be successfully completed before the next
refresh request of the cell is raised.

The example above is simple enough for us to directly tell the feasibility of the
refresh query set. However, when we have a large cellbase and cells have different
refresh patterns, to determine the feasibility of the corresponding refresh query
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set is a difficult task. This paper explores the feasibility of timely refreshing
a cellbase with a set of refresh queries. The work to improve the freshness of
cellbase will be studied in other papers. The paper is organized as follows: We
introduce some notations and formal definitions in Section 2. Section 3 presents
feasibility results when tight freshness is required for a cellbase. In Section 4, we
determine the loose feasibility of a candidate query set for a cellbase. We review
some related work in Section 5 and conclude the paper in Section 6.

2 Notations and Definitions

Let C = {c1, c2, . . . , cn} be a cellbase where for each cell ci, 1 6 i 6 n, there
exists a refresh query qi that takes Eqi time units to execute to yield ci. Let
Φ(qi) denote the result set of query qi. Then, Φ(qi) = {ci}, 16 i6 n, and we
refer to Q(C) = {q1, q2, . . . , qn} as the candidate query set of C.

Definition 1 Update Pattern of Feature Table. Let bi be the feature table
of cell ci. If bi is updated at a constant period Ui, the duration of each update is
assumed to be the same and the first update completes at time ti,1, then we know
the time instants when the subsequent updates complete ti,j = ti,1 + Ui(j − 1)
(ti,j is the completion time of the jth update). Therefore, the tuple 〈Ui, ti,1〉 is
the set of all time instants when the updates on bi finish and we denote the tuple
as the update pattern of bi.

A refresh request for a cell is raised whenever its feature table has finished
one update. We denote ri,j as the jth refresh request for cell ci raised at time
ti,j when bi’s jth update finishes.

Definition 2 Refresh Pattern. The update pattern 〈Ui, ti,1〉 of the feature
table of cell ci is the refresh pattern of ci.

Definition 3 Refresh Pattern Set. Let the collection of refresh patterns of
all cells in cellbase C be represented as R(C) = {ri|ri = 〈Ui, ti,1〉, 1 6 i 6 n}.
Then R(C) is the refresh pattern set for C.

The task is to determine the feasibility of Q(C) for a cellbase C with refresh
pattern set R(C). Throughout this paper, we assume the following:

1. At any time instant, only one query is executed.
2. The execution of a query cannot be interrupted before it finishes (non-

preemptive).
3. The processor minimizes execution waiting time by scheduling outstanding

queries for executions as quickly as possible.
4. The execution time of any one query is much less than the update period of

any one base table.
5. We assume a logical discrete time unit (clock ticks) where refresh requests are

raised and query executions begin and terminate at clock ticks; parameters
are expressed as multiples of a clock tick.

6. The first refresh request of a cell is raised at or after time 0 and before its
refresh interval elapses, i.e., for any cell ci, 06ti,16Ui.
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3 Feasibility Results for Tight Freshness Required

In this section, we determine the tight feasibility of Q(C) depending upon differ-
ent types of refresh pattern set R(C) which is determined by the update pattern
of feature tables. Currently, we consider the following cases of refresh periods of
cells in the cellbase:

1. All feature tables are updated the same period. Thus, all cells have the same
refresh period.

2. Let Umin be the minimum among the update periods of all feature tables.
Then the update period of other feature tables is a multiple of Umin; i.e.,
the refresh period of a cell is a multiple of Umin.

3. All feature tables are randomly updated with arbitrary periods. Thus, all
cells have random refresh periods.

Another factor which plays an important role for feasibility determination is
the time instants when the first updates of feature tables complete, i.e., the time
instants when the first refresh requests of cells are raised. These requests may
be asynchronously raised while satisfying t1,1 6 ti,1 < t1,1 + Ui for any request
ri,1 from cell ci where Ui is the refresh period of ci and t1,1 (usually it is set to
0) is the starting time of refresh work (i.e., c1 is the first among all cells who
raises the refresh request).

We present the feasibility results for three sub-cases of refresh periods below.
Note that due to the space limitation, we omit all proofs of results.

3.1 Uniform Cell Refresh Periods

We begin with the simplest case where all n cells in the cellbase C have the
same refresh period µ. Thus, the refresh pattern set R(C) = {〈µ, t1,1〉, 〈µ, t2,1〉,
. . ., 〈µ, tn,1〉} where we assume that ti,1 6 tj,1 for all i < j. The feasibility of
Q(C) = {q1, q2, . . . , qn}, where the execution time for qi, 16 i6n, is known as
Eqi and Eqi � µ, depends on the length of time interval between two adjacent
starting requests in R(C). We formulate this dependency as a necessary and
sufficient condition for feasibility of Q(C) in the following theorem:

Theorem4. For cellbase C with refresh pattern set R(C) = {〈µ, t1,1〉, 〈µ, t2,1〉,
. . ., 〈µ, tn,1〉}, its candidate query set Q(C) = {q1, q2, . . . , qn} is tight feasible
⇐⇒ ti,1 + Eqi6tj,1 for all i < j and tn,1 + Eqn6t1,2.

Clearly, in Example 1, Q(C) is infeasible because t1,1 + Eq1 > t2,1.

3.2 Regular Cell Refresh Periods

In reality, it is impractical to require all cells in cellbase to have the same refresh
period. So, we relax the restriction such that Ui = kiUmin for all 1 6 i 6 n,
where ki ∈ Z+ and Umin is the shortest refresh period among all cells in C. For
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Fig. 3. Sequence of refresh requests in Example 2.

convenience, we assume that c1 is the cell which has the shortest refresh period
among all cells and the starting time of 0 is used when the first refresh request
r1,1 of c1 is raised, i.e., Umin = U1 and t1,1 = 0. Then, for all 16 i6n,

t1,i = (i− 1)U1 (1)

Next, we introduce the concept of request phase of cells to describe the time
instants of the first refresh requests of other cells except c1:

Definition 5 Request Phase. For all i 6= 1, if t1,si < ti,1 < t1,si+1, then we
define φi = ti,1 − t1,si as the request phase of ci.

Thus, we have
ti,1 = t1,si + φi (2)

. Together with the restriction ti,1 < t1,1 + Ui and t1,1 = 0, we have t1,si <Ui

which leads to

si < ki + 1 (3)

We illustrate the concept of request phase with the following example.

Example 2. Given a cellbase C = {c1, c2, c3} with refresh pattern set R(C) =
{〈3, 0〉, 〈6, 4〉, 〈9, 8〉}, the sequence of refresh requests raised is shown in Figure 3.
We observe that t2,1 = t1,2+1, t2,2 = t1,4+1, . . . and t3,1 = t1,3+2, t3,2 = t1,6+2,
. . .. Therefore, φ2 = 1 and φ3 = 2.

A candidate query set is tight feasible if the time difference tj,y − ti,x =
φj − φi (tj,y > ti,x) between any two adjacent requests ri,x and rj,y during
[t1,i+Eq1 , t1,i+U1] is greater than Eqi , i.e., the request phase difference between
ci and cj is larger than Eqi . Otherwise, there is insufficient time to execute the
query qi to satisfy ri,x and a conflict results if qj is started to satisfy rj,y at tj,y.
With these results, we now study the conditions that determine the feasibility of
Q(C) when cellbase C has regular cell refresh periods in the following theorem:
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Theorem6. For cellbase C = {c1, c2, . . . , cn} with refresh pattern set R(C) =
{〈U1, t1,1〉, 〈U2, t2,1〉, . . . , 〈Un, tn,1〉} where t1,1 = 0 and Ui = kiU1 (1 6 i 6 n,
ki ∈ Z+), its candidate query set Q(C) = {q1, q2, . . . , qn} is tight feasible ⇐⇒

1. for all i 6=1, φi>Eq1 and φi + Eqi6U1;
2. for all i 6=j 6=1, ti,1 = t1,si + φi, tj,1 = t1,sj + φj , if

(a) si = sj or
(b) si 6= sj and gcd(ki, kj) = 1 or
(c) si 6= sj, g = gcd(ki, kj) 6= 1 and (si − sj) mod g = 0,

then φi 6= φj and φj − φi > Eqi if φj > φi; Otherwise, si 6= sj, g =
gcd(ki, kj) 6= 1 and (si − sj) mod g 6= 0.

In Example 2, because gcd(k2, k3) = 1, φ2 = 1 and φ3 = 2, according to the
above theorem, if Eq2 > (φ3 − φ2) = 1, Q(C) would be tight infeasible. Only
when Eq2 = 1 can Q(C) be tight feasible.

3.3 Random Cell Refresh Periods

Now we come to the most complicate case where the cells in a cellbase have
random refresh periods. However, there is a basic relationship between refresh
periods of any two cells: they are either relatively prime or not. Based on this
observation and results derived in previous cases, we may still determine the
tight feasibility of a candidate query set for the cellbase with random cell refresh
periods.

Lemma7. Given two cells ci and cj with respective refresh pattern 〈Ui, ti,1〉 and
〈Uj , tj,1〉, where tj,1 > ti,1, if Ui and Uj are relatively prime, then there exist two
refresh requests respectively from ci and cj which meet together at the same time.

For tight feasibility determination, if two refresh requests are raised at the
same time, then the candidate query set would not have a feasible schedule be-
cause it is impossible to execute two queries at the same time to instantaneously
satisfy the requests. Therefore, from the above lemma, if there are any two cells
in the cellbase whose refresh periods are relatively prime, then the corresponding
candidate query set is tight infeasible. We have the following theorem:

Theorem8. Given a cellbase C = {c1, c2, . . . , cn} with refresh pattern set R(C)
= {〈U1, t1,1〉, 〈U2, t2,1〉, . . ., 〈Un, tn,1〉} and candidate query set Q(C) = {q1, q2,
. . . , qn}, if Q(C) is tight feasible, then all Uis have the common divisor, i.e.,
Ui = kiU , 16 i6n, ki is an integer and U is a constant integer.

This theorem is straightforward proved from Lemma 7.
Therefore, after excluding the infeasible cases led by relatively prime cell

refresh periods, the case is similar to that in Section 3.2; hence, we shall not
rewrite the same result here.
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Fig. 4. Q(C) in Example 3 is loose feasible.

4 Feasibility Results for Loose Freshness Required

In Section 3, all results are based on the requirement that a cellbase should
be kept tight fresh, now we relax the restriction in this section and allow a
refresh query to be executed with some delay provided that its execution can
be completed before the next update on base data finishes. Thus, cells in the
cellbase are kept loose fresh. In this case, multiple refresh requests from different
cells may be pending (having been raised but not satisfied yet) at the same time
instant. Some previous tight infeasible candidate query sets may become loose
feasible. We use an example below to illustrate this situation.

Example 3. Given a set of cells C = {c1, c2} with refresh pattern set R(C) =
{〈4, , 0〉, 〈4, 3〉} and candidate query set Q(C) = {q1, q2} where Eq1 = Eq2 = 2,
Q(C) is tight infeasible according to Theorem 4. However, it is loose feasible
(see Figure 4) and all refresh requests can be timely satisfied without any missed
requests.

In rest of the section, we determine the loose feasibility of candidate query
set according to three sub-cases of the refresh periods of the corresponding cells:
cells with uniform refresh periods, cells with regular refresh periods and cells
with random refresh periods.

4.1 Uniform Cell Refresh Periods

We start from the simplest case where all cells in cellbase have the same refresh
period µ. We determine the loose feasibility of the candidate query set with the
following theorem:

Theorem9. For cellbase C with refresh pattern set R(C) = {〈µ, t1,1〉, 〈µ, t2,1〉,
. . ., 〈µ, tn,1〉}, where t1,1 = 0 and ti,1 < µ, its candidate query set Q(C) =
{q1, q2, . . . , qn} is loose feasible ⇔∑n

i=1 Eqi 6 µ where Eqi is the execution time
of query qi.

That is, the feasibility of the query set depends on the sum of query execution
times. Example 1 shows such a feasible candidate query set.
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4.2 Regular and Random Cell Refresh Periods

Now we relax the refresh periods of cells in cellbase C to the regular and random
cases as we did in Section 3.2 and 3.3. However, unlike the case when tight fresh-
ness is required, it is not a simple task to determine the feasibility of scheduling
refresh queries in Q(C) when loose freshness is required. It has been shown in [6]
that determining the feasibility of a period task set with arbitrary task releasing
times and arbitrary task periods is a NP-Hard problem. We extend the result
here.

Theorem10. Given a cell set C with request pattern set R(C) = {〈U1, t1,1〉,
〈U2, t2,1〉, . . ., 〈Un, tn,1〉}, where Ui = kiU1 (ki ∈ Z+) or randomly generated
and ti,1 < Ui for all 16 i6n, to determine the feasibility of Q(C) is NP-Hard
in the strong sense.

5 Related Work

Since refreshing cell is performed with a strict timing constraint such that the
execution of refresh query must be completed within the interval between two
consecutive changes of base data, we may view the refreshing cell as a typical re-
curring task [8] in a real-time system that makes repeated requests for processor
time. A real-time system is one in which the correctness of the system depends
not only on the logical results, but also on the time at which the results are pro-
duced [11]. An important goal in real-time scheduling theory is to determine the
feasibility of the given system that is composed of a set of recurring tasks. Some
published feasibility results concerning preemptive and non-preemptive schedul-
ing over a single processor are collected in [7]. A non-preemptive scheduling pol-
icy does not interrupt the execution of any task whereas a preemptive scheduling
policy does.

Recurring task systems may be periodic or sporadic. Because the base data
is updated periodically, we are dealing with the case of a periodic task system
[1, 4] where each task makes a request for processor time at regular periodic
intervals. For non-preemptive scheduling, which is our case, work has been done
with inserted idle time allowed or not. Without inserted idle time, when a task
has been released, it cannot wait before being scheduled if the processor is not
busy. As shown in [6], when inserted idle times are not used, feasibility of a
periodic task system for all start times can be determined in pseudo-polynomial
times. They have also shown that determining feasibility for given start times is
NP-Hard in the strong sense. When inserted idle times are allowed, the problem
of determining feasibility of a periodic task system for all start times and to find
out whether there exist start times for which a given periodic task system is
feasible, are both NP-Hard in the strong sense [8].

In our work, we schedule the refresh queries with non-preemptive policy and
do not allow inserted idle time. The big difference between our work and previous
work is that we distinguish the tight feasibility and the loose feasibility which is
concerned by all previous work. Also we derive results for specific (uniform or
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regular periods) task systems with given task start times. More related work on
real-time scheduling can be found in [2, 3, 5, 9, 10].

6 Conclusions

To refresh semi-dynamic Web pages whose contents are derived from a source
database is a important issue due to the arbitrary update patterns of base data
and a large number of refresh queries scheduled on a single processor. In this
paper, we view a website as a set of Web cells, each of which is derived by
executing a refresh query against the source database. Then, assuming all base
tables are periodically updated, we study the feasibility to successfully schedule
a set of refresh queries to timely refresh a set of cells. In our future work, we will
focus on dealing with the infeasible case such that the maximum freshness of a
set of cells can be achieved.
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Abstract. Caching has been introduced and applied in prototype and
commercial Web-based information systems in order to reduce the overall
bandwidth and increase system’s fault tolerance. This paper presents a
track of Web cache replacement algorithms based on the Least Recently
Used (LRU) idea. We propose an extension to the conventional LRU
algorithm by considering the number of references to Web objects as a
critical parameter for the cache content replacement. The proposed algo-
rithms are validated and experimented under Web cache traces provided
by a major Squid proxy cache server installation environment. Cache and
bytes hit rates are reported showing that the proposed cache replacement
algorithms improve cache content.

Key-Words : Web-based information systems, Web caching and proxies,
Cache replacement algorithms, Cache consistency.

1 Introduction

The continously rapid growth and worldwide expansion of the Internet has intro-
duced new issues such as World-Wide Web (WWW) traffic, bandwidth insuffi-
ciency and distributed objects exchange. Web caching has presented an effective
solution, since it provides mechanisms to faster web access, to improved load
balancing and to reduced server load. Cache efficiency depends on its content
update frequency as well as on the algorithmic approach used to retain the cache
content reliable and consistent. Several approaches have been suggested for more
effective cache management and the problem of maintaining an updated cache
has gained a lot of attention recently, due to the fact that many web caches often
fail to maintain a consistent cache. Several techniques and frameworks have been
proposed towards a more reliable and consistent cache infrastructure [5, 7]. In
[2] the importance of various workload characteristics for the Web proxy caches
replacement is analyzed and trace-driven simulation is used to evaluate the re-
placement effectiveness. The performance and the homogeneity of Web caching
is studied in [1] where a new generalized LRU is presented as an extension to the
typical SLRU algorithm. Hit ratios and robustness of the proposed replacement
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algorithm is compared with other Web replacement policies using both event
and trace-driven simulations.

Performance improvements due to Web caching have been investigated in
order to estimate the value and importance of Web caching. Research efforts
have focused in maintaining Web objects coherency by proposing effective cache
replacement policies. A number of Web replacement policies are discussed in [3],
and compared on the basis of trace-driven simulations. A web-based evolutionary
model has been presented in [12] where cache content is updated by evolving
over a number of successive cache objects populations and it is shown by trace-
driven simulation that cache content is improved. A Genetic algorithm model
is presented in [13] for Web objects replication and caching. Cache replacement
is performed by the evolution of Web objects cache population accompanied by
replication policies employed to the most recently accessed objects.

This paper presents a new approach to Web Cache replacement by propos-
ing a set of algorithms for cache replacement. The proposed set of algorithms is
based on the popular Least Recently Used (LRU) algorithm which replaces from
the Web cache the objects that have not been requested for the longest time.
Thus LRU uses only the time of the last request to a Web object and this time is
the critical factor for an objects purge from the Web cache. Here, we introduce a
variation of LRU which considers a “history” of Web objects requests. A similar
approach was presented in [10] for the page replacement process in database disk
buffering. The main idea is to keep a record for a number of past references to
Web objects, i.e. a history of the times of the last h requests is evaluated for
each cached Web object. This approach defines a whole set of cache replace-
ment algorithms called History LRU (notation HLRU(h)). A number of HLRU
algorithms is experimeneted under Squid proxy cache traces and cache log files.

The remainder of the paper is organized as follows. The next section intro-
duces and formulates the cache replacement problem. Section 3 presents the
typical LRU and the proposed HLRU algorithms whereas Web proxies ans their
performance issues are presented in Section 4. Section 5 discusses implemen-
tation and validation details and results from trace driven experimentation are
presented. Section 6 points some conclusions and discusses potential future work.

2 The Cache Replacement
Problem

Web proxies define a limited cache area, for storage of a number of Web objects.
Once the cache area is almost filled there has to be a decision to replace some of
the cached objects with newer ones. Therefore, a cached Web object “freshness”
has to be determined by specific rules and in Web caching terminology an object
is considered stale when the original server must be contacted to validate the
existence of the cache copy. Object’s staleness results from the cache server’s
lack of awareness about the original object’s changes. Each proxy cache server
must be reinforced with specific staleness confrontation. The most important
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parameters corresponding to attributes of each cached object are summarized in
Table 1.

parameter description

si server on which object resides.
bi object’s size, in KBytes.
ti time the object was logged.
ci time the object was cached.
li time of object’s last modification.
fi number of accesses since last time

object i was accessed.
keyi objects original copy identification

(e.g. its URL address).

Table 1. The most useful attributes of each cached object i.

Definition 1 : The cached object’s staleness ratio is defined by,

StalRatioi =
ci − li

now − ci

where the numerator corresponds to the time interval between the time of object
being cached and the time of the object’s last modification and the denominator
is the cache “age” of the object i.e. it determines the time that the object has
remained in cache. It is always true that StalRatioi ≥ 0 since ci − li ≥ 0 and
now − ci > 0 (now is the current time). The lower the value of StalRatioi the
more stale the object i is, since that indicates that it has remained in cache for
longer period.

Definition 2 : The cached object’s dynamic frequency is defined by

DynFreqi =
1

fi

since fi is the metric for estimating an object’s access frequency (Table 1). It is
true that the higher the values of DynFreqi, the most recently was accessed.

Definition 3 : The cached object’s retrieval rate is defined by

RetRatei =
lats
bands

where lats is the latency to open a connection to the server s and bands is the
bandwidth of the connection to server s. RetRatei represents the cost involved
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when retrieving an object from its original storage server.

Definition 4 : The cached object’s action function is defined by

acti =

{
0 if object i will be purged from cache
1 otherwise

Problem Statement : If N is the number of objects in cache and C is the
total capacity of the cache area, then the cache replacement problem is to :

MAXIMIZE
∑N

i=1 acti × StalRatioi × DynFreqi
RetRatei

subject to
∑N

i=1 acti × bi ≤ C

where the fraction DynFreqi
RetRatei

is used as a weight factor associated with each cached
object, since it relates the objects access frequency with its retrieval rate.

3 LRU and HLRU Cache Replacement

LRU cache replacement is based on the Temporal Locality Rule which states
that “The Web objects which were not referenced in the recent past, are not ex-
pected to be referenced again in the near future”. LRU is widely used in database
and Web-based applications. For example, in Squid, the LRU is used along with
certain parameters such as a low watermark and a high watermark to control
the usage of the cache. Once the cache disk usage is closer to the low watermark
(usually considered to be 90%) fewer cached Web objects are purged from cache,
whereas when disk usage is closer to the high watermark (usually considered to
be 95%) the cache replacement is more severe i.e. more cached Web objects
are purged from cache. There are several factors as of which objects should be
purged from cache.

Definition 5 [ LRU Threshold ] : A value identified as threshold is needed
for estimating the expected time needed to fill or completely replace the cache
content. This threshold is dynamically evaluated based on current cache size
and on the low and high watermarks. When current cache size is closer to low
watermark the threshold gets a higher value, otherwise when current cache size
is closer to high watermark the threshold value is smaller.

One of the disadvantages of the LRU is that it only considers the time of the
last reference and it has no indication of the number of references for a certain
Web object. Here we introduce a scheme to support a “history” of the number
of references to a specific Web object.
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Fig. 1. The History LRU cache replacement algorithm.

Definition 6 [ History Function ] : Suppose that r1, r2, . . . , rn are the
requests for cached Web objects at the times t1, t2, . . . , tn, respectively. A history
function is defined as follows :

hist(x, h) =





ti if there are exactly h− 1 references
between times ti and tn

0 otherwise

The above function hist(x, h) defines the time of the past h-th reference to a
specific cached object x.

Therefore, the proposed HLRU algorithm will replace the cached objects with
the maximum hist value. In case there are many cached objects with hist = 0,
the typical LRU is considered to decide on which object will be purged from
cache. The same idea of the threshold value (to decide when the cache replace-
ment will occur) still holds. In Table 2 the main structure of the cache hash
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LRU HLRU

struct HashTable struct HashTable
{ long LRU age { int OldT imeOfAccess

long positionInF ile long positionInF ile
boolean empty boolean empty
long timeOfF irstAccess long timeOfF irstAccess
} hashTable[50000] } hashTable[50000]

Table 2. The main LRU and HLRU data structure

table is presented. For LRU each cached object is assigned an LRU age to in-
dicate the time since its last reference. Variable positionInF ile declares the
position the specific object has in the file, whereas the boolean type variable
empty indicate whether the specific cache location is empty or not. Finally, vari-
able timeOfF irstAccess is used for the time the specific object was cached.
The HLRU data structure is quite similar, there are two different times kept for
each cached object. OldT imeOfAccess is the time the cached object was first
referenced whereas NewTimeOfAccess is the time of the last reference to the
cached object. Similarly, Figure 1 presents the implemented HLRU algorithm in
a pseudocode format, for the case of two (h = 2) past references. Under HLRU
a linked list has been used for each cached object in order to keep track of the
times of past references.

4 Web Proxies - Performance Issues

The performance metrics used in the presented approach focus on the cached
objects cache-hit ratio and byte-hit ratio :

– Cache hit ratio : represents the percentage of all requests being serviced
by a cache copy of the requested object, instead of contacting the original
object’s server.

– Byte hit ratio : represents the percentage of all data transferred from
cache, i.e. corresponds to ratio of the size of objects retrieved from the cache
server. Byte hit ratio provides an indication of the network bandwidth.

The above metrics are considered to be the most typical ones in order to capture
and analyze the cache replacement policies (e.g. [3, 1, 2]).

Furthermore, the performance of the proposed cache replacement algorithms
is studied by estimating the strength of the cache content. This strength is
evaluated by the consideration of the cached objects retrieval rates as well as
their frequency of access and their “freshness”. In order to evaluate the HLU
algorithms we have devised a function in order to have a performance metric
for assessing the utilization and strength of the cache content. The following
formula F (x) considers the main web cache factors as identified in the Cache
replacement problem statement in Secion 2. Here, we consider a cache content
x of N individual cached objects :
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Fig. 2. Structure of the Squid proxy cache area.

F (x) =
N∑
i=1

acti × StalRatioi × DynFreqi
RetRatei

(1)

The above function has been introduced in the present research effort in order to
consider the effect of staleness, access frequency and retrieval cost in the overall
cache replacement process.

5 Experimentation - Results

Aristotle University has installed Squid proxy cache for main and sibling caches
and supports a Squid mirror site. The present paper uses traced information
provided by this cache installation for experimentation. A simulation model was
developed and tested by Squid cache traces and their corresponding log files.
Traces refer to the period from May to August 1999, regarding a total of almost
70,000,000 requests, of more that 900 GB content. A compact log was created
for the support of an effective caching simulator, due to extremely large access
logs created by the proxy. The reduced simulation log was constructed by the
original Squid log fields needed for the overall simulation runs.

A track of the proposed HLRU algorithms has been tested. More specifically
the notations HLRU(2), HLRU(4) and HLRU(6) refer to the HLRU imple-
mentations for 2, 4 and 6 past histories respectively. Furthermore, the typical
LRU cache replacement policy applied in most proxies (e.g. Squid), has been
simulated in order to serve as a basis for comparisons and discussion.
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Fig. 3. Cache and Bytes hit; cache size

The performance metrics used in this simulation model focus on the cached
objects cache-hit ratio, byte-hit ratio and the strenth function F (x) (equation 1)
normalized to the interval [0,1]. Figure 3 depicts the cache hit and the bytes hit
ratio for all four algorithms with respect to cache size. More specifically, the left
part of Figure 3 presents the cache hit ratio for a cache size of 100, 150, · · · , 300
MBytes. The cache hit under HLRU(6) policy outperforms the corresponding
metric of all other policies whereas all HLRU algorithms have better cache hits
than the corresponding typical LRU approach. This was expected due to the
ability of the HLRU approach to keep track of a history of past references. It
should be noted that the cache hit ratios seem to get to a peak and remain
closer to this peak value as the cache size increases. This is explained due to
the fact that the larger the cache size, the less replacement actions need to be
taken since there is more space to store the cached objects and the cache server
can “afford” to accommodate them there with less replacement actions. Figure
3 (right part) depicts the byte hit ratio for the four different cache replacement
policies with respect to the cache size. The byte hit ratios follow a similar skew
as the corresponding cache hit ratios, but they never get in as hit high values as
cache hit ratios. a smoother curve as the cache size increases. Again HLRU(6)
algorithm is the best of all and as the byte hit rates decrease as the number of
past references (history set) decreases.

Figure 4 depicts the cache hit and the bytes hit ratio for all four algorithms
with respect to the number of requests. More specifically, the left part of Fig-
ure 4 presents the cache hit ratio for a cache of 50, 150, · · · , 250 thousands of
requests. Again, the cache hit under HLRU(6) policy outperforms the corre-
sponding metric of all other policies whereas all HLRU algorithms have better
cache hits than the corresponding typical LRU approach. It is important to note
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that all approaches show better results as the number of requests increases and
the cache hit rates do get to considerable hit rates of almost 70%.

6 Conclusions - Future Work

This paper has presented a study of applying a history based approach to the
Web-based proxy cache replacement process. A history of past references is as-
sociated to each cached object and a track of algorithms has been implemented
based on a number of past histories. Trace-driven simulation was used in order
to evaluate the performance of the proposed cache replacement techniques and
the simulation model was based on the Squid proxy cache server. The experi-
mentation indicated that all of the proposed HLRU approaches outperform the
conventional Least-Recently-Used (LRU) policy adopted by most currently avail-
able proxies. Results have shown that the HLRU approach significantly improves
cache hit and byte hit ratios.

Further research should extend current experimentation and the present
scheme in order to integrate most popular cache replacement algorithms. More
specifically, different schemes such as SLRU, MFU, RR algorithms could be in-
troduced in the proposed cache replacement in order to study their impact and
effectiveness on the Web cache content replacement.
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Abstract.  A benchmark is used to measure and compare the performance of
like systems. It is also used to estimate the scalability of a system in terms of the
number of users and/or transactions that a system can support and system re-
sponse times under different loads and hardware/software deployment plat-
forms. Because of the multidimensional aspects of e-commerce and the various
emerging and distinct e-commerce business models, one single benchmark is
not suitable for the purposes of examining scalability and determining through-
put and response time of e-commerce applications.  This paper advocates de-
velopment of suites of benchmarks based on distinguished business models that
represent existing and emerging e-commerce applications in terms of their dis-
tinct features. In particular, the paper develops a benchmark for one such busi-
ness model, a model that is based on a cybermediary or electronic broker, e-
broker.  Two implementations of the benchmark specification are described:
one based on Microsoft's COM technology while the other one is based on
CORBA technology.  Sample benchmark results are presented and discussed.
The paper also proposes a framework for development of a suite of e-commerce
benchmarks.

1   Introduction

Benchmarking is important as it is used to measure and compare the performance of
like systems under controlled conditions. Equally importantly, it is also used to deter-
mine the characteristic performance of a system under various scenarios. Typical use
of a benchmark is in determining the scalability of a system in terms of the number of
users and/or transactions that a system can support and system response times under
different loads and hardware/software deployment platforms.

Benchmarks for individual components are currently available. Webperf is a
benchmark for web servers [1]. It calculates throughput in HTTP operations per sec-
ond and client response times per HTTP operation. WebSTONE [2] measures the
performance of an HTTP server, which facilitates the evaluation of different imple-
mentations of HTTP specification. The Wisconsin Benchmark [3] systematically
measures and compares the performance of relational database systems with database
machines. Benchmark Factory [4] provides prepackaged scalable benchmarking and
load-testing tools.
K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 419−428, 2000.
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The Transaction Processing Performance Council (TPC) defines a suite of bench-
marks, including TPC-C, TPC-H, TPC-R, and TPC-W [5]. Earlier benchmarks, TPC-
A and TPC-B are outdated. The TPC-C benchmark models a typical business OLTP
environment, the TPC-H (Ad-hoc, decision support) benchmark represents decision
support environments, while the TPC-R (Business Reporting, Decision Support)
benchmark represents decision support environments where users run a standard set of
queries against a database system.  The TPC-W is a transactional web benchmark. It
emulates business activities of a web server while accessing DBs and external servers.

E-commerce exhibits multidimensional aspects and operates in various environ-
ments and, consequently, different e-commerce business models have been developed.
The models exhibit distinctive characteristics in terms of the user-server interaction,
the number of DBs accessed, transactions' characteristics, and the business rules em-
ployed. One single benchmark is thus unsuitable for the purposes of examining scal-
ability and determining throughput and response time of diverse e-commerce applica-
tions. As a consequence of this, we argue that one benchmark, such as TPC-W, is not
sufficient for e-commerce, but rather a suite of benchmarks is required.  We propose
that a framework for a suite of benchmarks be developed based on e-commerce busi-
ness models.

Three distinct classes of e-commerce business models were described in [6]: e-
broker, manufacturer and auction models. Each model represents a category of exist-
ing e-commerce applications.  Michael Rappa [7] provides a taxonomy of nine forms
for business models for the web.  We advocate development of a suite of benchmarks
based on distinguished business models that represent existing and emerging e-
commerce applications in terms of their distinct features.  To start learning about
development of benchmarks for business models, we created and used the benchmark
for a business model that we were familiar with, the cybermediary or electronic broker
model, or e-broker model for short.  The objective was to learn about the process in
order to develop an appropriate framework for development of a suite of benchmarks.
Two implementations of the benchmark specification are described: one based on
Microsoft's COM technology while the other one is based on CORBA technology.
Sample benchmark results are also presented and discussed in order to demonstrate
the usefulness of the benchmark when examining the effect of distinct technologies on
performance and also when examining the scalability of the application.

The paper is organized as follows. Section 2 very briefly describes the e-broker
business model and the proposed benchmark. Section 3 briefly outlines the two im-
plementations while Section 4 presents and compares the benchmarking results. Sec-
tion 5 proposes an e-commerce benchmark framework for development of a suite of
benchmarks based on business models. The final section provides a summary and
concluding remarks.

2  WebEC Benchmark for the E-broker Model

 The intermediary (e-broker) business model includes querying multiple online sup-
plier databases, requesting services from third party businesses and responding to the
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consumer. In addition to the online consultation of the suppliers’ databases, credit
verification at a third party financial-service company (e.g. bank) is required.  For
further details on the e-broker business model, see [6].

The e-broker model benchmark is targeted to the small-to-medium enterprises
(SMEs).  Business transaction definitions (browse, user registration, buy, shopping
cart and order status), except for the buy transaction, are generic to any e-commerce
site that serves as an e-broker. The benchmark design includes page navigation, a set
of internal and external relations/tables, and transactions. They are discussed here only
briefly – for further details interested readers should consult [8].

The set of web pages that users navigate through includes: Welcome Page, Cate-
gory Page, Products by Category Page, Product Page, Shopping Cart Contents Page,
User Registration Page, Credit Card Info Page, Order Status Page, Order Confirmed
and Thank-you Page.  With the exception of the pages for user registration and credit
card information, pages have search and browsing to other pages and from pages
transactions are invoked.

DBs accessed by the e-broker are either local or remote. The local database con-
sists of twelve individual tables. The e-broker accesses remote DB of a finance com-
pany and tables of remote DBs of four suppliers.  The partner suppliers hold trusted
relationship with the e-broker.

The benchmark specifies a web e-commerce transaction processing (OLTP) work-
load. Some transactions are simple in that they result in a simple request-reply inter-
action between the customer/browser and the web-server.  Some transactions cause
access to a single either local or remote DB. Examples are Stock Level Update and
Order Status transactions. The complex nested Buy transaction is a heavyweight read-
write transaction that triggers several sub-transactions, namely the registration trans-
action, the credit verification check, the online supplier contact, the internal delivery,
the customer history update, and the order confirmation. Paying by credit card is cho-
sen as the payment method and the Secure Socket Layer (SSL) is used as the security
protocol.

When a transaction accesses a remote DB, it is a distributed transaction spanning
different remote resource managers, e.g., remote database management systems
(DBMSs) residing on the partner suppliers. In case of the distributed Buy transaction
that spans a number of DBs, 2-Phase Commit protocol is used. (The 2-Phase Commit
is assumed as the organizations operate as trusted partners.)

3  WebEC Benchmark DCOM and CORBA Implementations

This section briefly describes two implementations of the benchmark, one using Mi-
crosoft's COM/DCOM technology while the other one using Iona's CORBA technol-
ogy.  Both implementations use the same Java transaction generator and are based on
the standard three-tier client/server model, as described in [9], containing the data
services, business services, and user services tiers. The transaction generator and the
two implementations are described in this section.  For further details on the COM and
CORBA implementations see [10] and [8], respectively.
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The transaction generator is written in Java to manage the running of the WebEC
benchmark.  The generator decides navigation of pages and which transactions are to
be executed. The transactions are generated based on the percentages of a mix of
transactions that is specified in the input workload. A deck card algorithm is used to
generate the appropriate number of transactions of each type. One or more cards in a
deck are associated with each transaction type. The required mix is achieved by se-
lecting each new transaction uniformly at random from a deck whose content guaran-
tees the required transaction mix.  Pages are navigated through the browser while the
generator waits a "key time" period to simulate user input and waits a "think time"
period to simulate the user's examination of the page and decision making on the next
action (navigation, input, or transaction).

Next described is an example implementation of the WebEC benchmark using Mi-
crosoft’s Component Object Model (COM) / Microsoft Transaction Server 2.0 (MTS)
/ Internet Information Server 4.0 (IIS) / ActiveX Server Page 2.0 (ASP) platform (see
Figure 3.1). The client accesses the Web server through the Internet. The client appli-
cation is implemented using Active Server Page technology that adopts server-side
scripting to dynamically create HTML responses. The clients’ application is written
using the ASP script language. IIS serves as the web server that accepts ASP requests
from the ASP page sent from the client’s browser.

Client
IIS
ASP

Internet

MTS

SQLServer

SQLServer

Internet

Internet

User Serv ices Business Service Data Serv ice

COM

Data

Data

Figure 3.1 Three-tier Model using COM

The business service subsystem consists of Microsoft Internet Information Server
(IIS), Active Server Page (ASP) engine, Component Object Model (COM) elements,
and Microsoft Transaction Server (MTS).  Although only two DBs are shown in the
figure, they represent more then two. Along with the IIS and ASP servers that reside
on the middle tier, we include the Microsoft Transaction Server (MTS) as transac-
tional middleware. MTS groups and manages the COM objects that consist of the
business logic components that interact with various transactional systems, such as
remote SQL Server or Oracle databases. Interaction with the DBs is using ActiveX
Data Objects (ADOs) through Open Database Connectivity (ODBC). MTS is tightly
integrated with IIS and the ASP engine.

Next described is an example implementation of the WebEC benchmark using
Iona's CORBA technology. The client is a Java applet downloaded by a Web browser.
The middleware is the OrbixOTS server and business components. These business
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components are shopping cart component, customer registration component, buy
component, order status component, category browsing component, product by cate-
gory browsing component, product browsing component, and stock level component.
All business components are implemented as C++ classes. The third tier consists of
RDBMSs.

Figure 3.2 illustrates the typical workflow of the WebEC benchmark. It demon-
strates how the Web-based client interacts with its server.
1. The client makes the initial requested for a page.
2. Web browser receives and downloads an HTML page that includes references to

embedded Java applets.
3. Web browser requests the Java applet from the HTTP server.
4. The HTTP server retrieves the applet and downloads it to the browser in the form

of bytecodes. Web browser loads applet into memory.
5. Applet invokes CORBA server objects. The Java applet includes the IDL-generated

client stub classes, which let it invoke objects on the ORB server.
6. Server objects access the database according to the defined business logic.
7. Server objects return the results back to the Web client, and the results are dis-

played on the client’s browser.

5. Applet invokes server object
through CORBA IIOP

1. Request HTML  page

HTTP
Server

CORBA
Server

ORB & OTS

Java classes

2. Receive and  download applet

ORB

4. Receive, load and execute applet

DBMS

DBMS

Business Objects

Web Client

6. Database
access

3. Request applet

HTML pages

Data Services

6. Return results and display to user

Business ServicesUser Services

Figure 3.2  The Workflow of WebEC Benchmark for CORBA Implementation

4  Experiments

The purpose of the experiments is to examine the usefulness of the benchmark when
considering deployment technology of an e-commerce application and when examin-
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ing the issue of scalability. It should be noted that the experiments were performed in
a university lab setting with low-end equipment.

The performance metrics, response time and transaction throughput are measured
while varying the "think time", the "key time", the transaction mix, and the number of
clients. The percentages of transaction types are illustrated in Table 4.1. The first mix
of transactions supports a ratio of 32% order-related transactions (Shopping Cart,
Buy, User Registration and Stock Update) and 68% browse-type transactions (Wel-
come Page, Category Page, Products by Category, Product Page, Search and Order
Status). The second transaction mix represents 22% order related and 78% browse
type transactions. The 1st mix has almost twice the number of buy transaction than the
2nd one (11% vs. 6%).  Transaction types are selected at random while maintaining the
required percentage-mix for each transaction type over the measurement interval. The
table also illustrates the think and keys times used in experiments.

Table 4.1 Percentages of Mixed Transactions

Business Transaction Types
and Key and Think Times

1st

Mix
2nd

Mix
Key

Time(sec)
Think

Time(sec)
Shopping Cart Transaction 11% 10% 0 1.5
Buy Transaction 11% 6% 1 2
Registration Transaction 9% 4% 3 1
Order Status Transaction 10% 4% 1 1.5
Welcome Page Browsing Transaction 10% 8% 0 0.5
Category Page Browsing Transaction 12% 18% 0 2
Products by Category Search Trans. 12% 22% 0 1.5
Product Page Brow/Search Trans. 24% 26% 0 1
Stock Level Update Transaction 1% 2% 0 1.5

Experiments used four different sets of parameter values, referred to as test plans,
to serve as examples of the benchmark’s use. The test plans have different key and
think times (fast typists vs. thinkers) and different mixes of transactions (read vs write
access to DBs). Each of the four plans is run for 5, 10, 15, 20, and 25 clients to ex-
amine how scalability can be investigated by varying the number of concurrent clients.
The plans are:

1. 1st mix of transaction types together with think and key times shown in the table.
2. 2nd mix of transaction types together with think and key times shown in the table.
3. As first test plan but double the think and key times.
4. As the second test plan but double the think and key times.
Experiments for both implementations used the same hardware configuration of

low-end platforms consisting of three 133 MHz Intel PCs with 32 MB RAM, and one
233 MHz Intel PC with 128 MB EDO SIMMS and EIDE hard disks.  One of the 133
MHz PCs was running both the web server and also the local DB server. Configuring
both web and DB server on one platform is not recommended in general (reasons why
we did this will become apparent later). The other PCs were running the bank’s and
the suppliers’ DB servers. The network configuration was identical in both cases. The
difference between the two implementations was the middle-tier layer. One imple-
mentation was based on COM/DCOM with the components implemented using Visual
Basic, while the other one was based on CORBA with the business logic implemented
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using C++ classes.  [10] and [8] present detailed specification for the hardware and
software platforms.

Figures 4.1 and 4.2 show the respective throughput and response time for the COM
and CORBA implementations.  In both cases the first four bars are for the COM cases
while the last four bars for the CORBA ones.
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Figure 4.1 Throughput for COM and CORBA Implementations
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Figure 4.2  Response Times for COM and CORBA Implementations

For COM implementation, the throughput is almost twice as high in test plans 1 and
2 as opposed to 3 and 4 that are for “slower” users. The distinction between case 1
and 2 (and between 3 and 4) is that the former is more write oriented, containing more
of the buy transactions that stress the system and lead to lower throughput. Also, note
that the throughput appears to peak for 20 users and additional users actually cause
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decline in throughput! The reason is the "strange arrangement" of housing both the
web and DB server on one system.

For CORBA, the throughput rises almost in a linear fashion. The distinction be-
tween the slow and fast users is not as pronounced as for the COM implementation.
The response time increases in what appears to be linear fashion with the number of
clients. OTS causes substantial message overhead delays that have detrimental affects
on the system throughput and thus reducing the stress on the servers.

It is apparent that the overall performance of the COM implementation is better
than that of CORBA both in terms of throughput and response time.  We offer the
following explanations:
• Windows NT Operating system was used. Clearly, interactions between Microsoft

products and the NT are far more efficient than those between the NT and third-
party products.

• COM components are dlls, which means that they are linked into the address
spaces of existing processes while CORBA components are not.

• There is less communication under COM. CORBA uses naming and dispensing
services resulting in more messaging between clients and servers.

• Efficiency of the compiled code can have great effect. For the COM implementa-
tion, Microsoft's Visual Basic was used. For the CORBA implementation we could
not use Mircosoft's Visual C++ because of conflicts between Visual C++ and Or-
bix.

In spite of danger of repetitive statements, we note again that the same software
was used for the User Services and Data Services layers of the three-tier architecture.
Thus the difference in performance was due to the middle layer for reasons stated
above.

Our "unreasonable" placement of both web and local DB servers on one low-end
system was intentional.  We expected to observe saturation of CPU and disk resources
on that system with a sufficient increase in the number of clients and thus observe
actual decrease in throughput.  This indeed occurred for the COM implementation.  It
did not occur for the CORBA implementation at least not for the range in the number
of clients we used. This was due to high messaging overhead in the middle tier.

When the delays and throughput are compared for the two implementations, COM
was clearly superior in terms of efficiencies. This was expected for the particular plat-
forms and development environment. For the COM implementation, the OS,
COM/DCOM, and development environment (VC++) are from one vendor and hence
are expected to result more efficient.  A realistic environment for WebEC would in-
clude various platforms on which clients and servers run. In such a scenario, the
interoperability gained by using CORBA would be one of the highest priorities.

In terms of scalability, for the limited number of clients tested (maximum of 25),
the CORBA implementation did not appear hit bottleneck when scaling up to 25 cli-
ents. For the COM implementation, the throughput clearly peaks at 20 clients.

Obviously, we do not claim that the quantitative results are representative in terms
of the magnitude of numbers - the experiments were performed in a university lab
setting with low-end equipment. The experiments, however, clearly demonstrate the
usefulness of benchmarking on the two fronts examined in detail here: choice of tech-
nology and scalability.
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The WebEC benchmark differs from the TPC-W benchmark in the composition of
DBs, transactions, and load generated on the system.  Yet, it is also similar to TPC-W,
in general, in terms of the type of DBs, transactions and user behavior.  Without a
supporting argument we claim that both benchmarks, WebEC presented here and the
TPC-W benchmark, are instances of the e-broker model.  Thus, if an application
framework can be developed for benchmarks based on the e-broker model, then both
WebEC and TPC-W could be generated “easily” using the framework. (An applica-
tion framework is generic software targeted for a particular application domain.  It
provides interfaces and structures in such a way that it can be (easily) customized into
a complete application.) Based on the implementation experiences, we propose that a
framework for benchmarks based on the e-broker model be developed.  Furthermore,
the framework must provide for customization of the following components:
• Internal and external DBs: Definition of DBs housed internally by the organiza-

tion and also externally (DBs of trusted or un-trusted partners).
• External services: External services need to be used, for instance for credit checks

and payments.
• User related: How information is presented to users (e.g., composition of pages)

and user-behavior need to be emulated as they impact the system performance.
• Load generation (internal and external): Load can be generated internally, for

instance for the purposes of report generation and data mining, or externally, as a
result of user requests or execution of agents. Generation of transaction mixes is
needed.

• Transactions representing business logic: User requests result in invocation of
transactions that can range in complexity from very simple to very complex.

• System structure: The framework’s generic software must be able to generate a
system structure that captures the major system implementation decisions dealing
with the implementation technologies.

The objective of the framework is not only the generation of the benchmark load
but also generation of a software system that closely represents the final e-commerce
application.  We are currently developing an application framework that satisfies such
requirements.

This paper described WebEC, a benchmark for the e-broker business model of e-
commerce. The benchmark's transactions, databases, navigational layout, security, and
mix of transactions were presented. Implementations using Microsoft's COM/DCOM
technology and also CORBA technology were also described.  The two implementa-
tions of the WebEC comprise first steps towards a framework for development of a
suite of benchmarks for e-commerce. The suite should be viewed as an initial tool
towards selecting appropriate technology and platforms and examining potential per-
formance and scalability of chosen solutions.
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An e-commerce platform can be assembled from various combinations of web
servers, transaction servers, commerce servers, web browsers, security protocols,
database connectivity solutions, and operating and DBMS systems. E-commerce
benchmarks are of value to IT professionals and managers in the decision making
process for final IT investment. The benchmarks aid IT managers in determining the
number of users that a system can support, system response times under various loads,
and estimations of scalability.
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Abstract. The fast growing development of electronic commerce within the past
few years and the increasing number of multimedia applications for the Internet
contribute to traffic congestion and bottlenecks on the Internet. Since bandwidth
is and will remain a scarce network resource in the future, the demand for charg-
ing and accounting mechanisms for the Internet arose.
     Besides from the implementation of charging and accounting mechanisms for
Internet services, it is essential to define a business model for electronic business
applications. This paper introduces a business model that defines and character-
izes the business entities and describes their roles and functions within an e-com-
merce scenario. Based on these definitions, a technology model applies the dif-
ferent Internet technologies available today.

1 Introduction

Within the field of electronic commerce a variety of services and products is offered and
purchased by means of an underlying network infrastructure that connects customer and
merchant. Since the Internet was introduced in 1969 by a military project of the American
Defense Department (ARPANET), it was developed to span most parts of the world today.
Hence, the Internet as a global network infrastructure is ideal to do business electronically.

The critical point with Electronic Business is the delivery and the performance across the
Internet since too much traffic traverses through the backbones of the ISPs’ networks. Pack-
et-switched Internet applications are very susceptible to congestion since their quality
strongly depends on network parameters such as data throughput, bandwidth, and latency.
Unfortunately, packet forwarding in today’s Internet only works on a best-effort base which
results in a poor quality for multiplexed audio or video streams, especially in times when the
network is congested.

One solution to overcome this problem is to classify Internet traffic and charge the cus-
tomers according to the transport service the ISPs provide. Usage-based pricing schemes
consider charges for the actual amount of consumed network resources [17]. Charging and
accounting of Internet services effects the Internet traffic in such a way that the classified
traffic of the different applications is treated fairly according to their service level and price
[19]. This means that the ISPs have to establish a basis for a multi-service-level Internet in
which different service levels are offered and the desired Quality-of-Service (QoS) can be
guaranteed. This would help (1) the ISPs to cover their operating costs by collecting usage
fees from their customers and (2) the customers to receive the desired QoS that they chose
and paid for. IP telephony, as an example for such a multi-level Internet application, was in-
vestigated in [20].

Apart from the implementation and realization of charging and accounting mechanisms,
there has to be a business model that defines processes and phases from the initiation of the
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electronic business to the final payment for a product or service. Three levels of abstraction
are proposed within this paper that are essential for charging and accounting of Internet serv-
ices, (1) the business level, (2) the contract level, and (3) the network level. The business
model describes on the business level what parties there are, what roles and functions they
have, and what business relationships are essential for performing electronic business. Con-
tracts and agreements are necessary between the parties to stipulate the business conditions
and to declare the service performance. On the contract level, the parties are considered lia-
ble entities that are responsible for the delivery of the service according to the defined serv-
ice conditions. Network components and architectures are explored on the network level
forming the underlying network infrastructure and implementing designed business process-
es of the business model that were contractually defined on the contract level.

It is the cooperation of the many entities, the widespread business environment, and the
competition among the parties that make the whole business model a challenge for charging
and accounting on the Internet. There are trusted and un-trusted relationships among the
business entities and some parties do not even know each other, e.g., the end-customer does
not know all of the intermediate ISPs that are engaged in establishing the network connec-
tion to the ESP. There are security risks and threats for all involved parties, which are ana-
lyzed and identified in order to develop a security architecture [12] based on the business
model [10] and the trust model [23]. The security architecture introduces a concept for se-
cure business transactions based on five security-relevant aspects.

This paper is organized as follows. Starting on the business level, the business model is
described in Section 2 for the e-commerce scenario between an end-customer, an ESP, and
intermediate ISPs. Section 3 illustrates on the network level technical possibilities and char-
acteristics of the Internet protocol architecture, which is important for the actual implemen-
tation of charging and accounting mechanisms. Section 4 introduces on the contract level the
usage of Service Level Agreements (SLA) as a mechanism to ensure QoS based end-to-end
communication, before a summary of results will conclude the paper in Section 5.

2 Business Model
A business model includes the course of business events and reflects the processes within

an economic system. The economic system introduced in this paper consists of a simple
business relationship between a customer and a merchant doing business over the Internet.
In terms of electronic business systems, the merchant can be modelled by an Electronic
Commerce Service Provider (ESP), and the customer by an end-customer, which simply
means that this is an end point of a communication connection (cf. Figure 1).

The ESP offers products, contents, and services online via the World Wide Web (WWW)
and represents the merchant or the seller of a good. Products offered by the ESP include
physical goods that could also be purchased in stores, e.g., books, cars, CDs, etc. Contents
offered by the ESP comprise digital information as non-tangible goods in form of bits and
bytes. Content includes for example the digital content of an online book or the digital ver-
sion of a CD that can be downloaded onto the end-customer’s local disk. Furthermore, there
is a broad spectrum of multimedia contents and services (e.g., audio-on-demand or video-
on-demand) offered by the ESP online to the customers across the Internet. A CD online
shop could offer the service to pre-listen to a CD before the customer decides to make the
purchase. Another form of electronic commerce service offered by the ESP is the possibility
for the end-customer to make data backups onto the ESP’s storage medium.

Figure 1: E-commerce business relationship.

business relationship
end-customer ESP
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The offers of the ESP can be retrieved by end-customers from all over the world using a
web browser. Thus, the end-customer represents the buyer of a good. The end-customer may
be a private individual or a commercial customer such as an enterprise or a university.

The basic idea of an economic system between an end-customer and an ESP is well un-
derstood and theoretically feasible. Problems arise with the introduction of performance and
QoS for the delivery of Internet services. Internet Service Providers (ISP) provide the phys-
ical infrastructure for the Internet but also the technical network equipment like routers,
switches, and network management software and form the basic foundation of all electronic
commerce activities. ISPs provide the transport of data packets over the Internet between
end-customer and ESP. However, traffic congestion and unreliable connections on the best
effort Internet describe a problem for transmitting data, especially if high bandwidth and re-
liable throughput is required (e.g., multimedia applications). ISPs could overcome this prob-
lem by charging the end-customers according to the transport service they request.

The focus of this paper is on the business model for realizing the business relationship be-
tween the ESP and the end-customer using ISPs for charging and accounting of transport
services. Therefore, an e-commerce scenario was developed with an end-customer and an
ESP on both ends, and several intermediate ISPs. Figure 2 shows the business relationships
between all the involved parties of such a scenario. There might also be a payment provider
involved in this scenario that is responsible for the financial clearing between the parties.
The payment provider can be represented by a bank, a credit institution, or a Trusted Third
Party (TTP). 

The ISPs are divided into Access ISPs and Core ISPs according to their scope of duties.
Access ISPs support Local Access Networks and provide Internet connections to the end-
customer, be it directly or through a Customer Premises Network (CPN). Core ISPs increase
the reach of Access ISPs to a global extent and form the backbone of the Internet. They per-
form the data transport service interconnecting Access ISPs. There may be more than one
core ISP involved in a communication connection between end-customer and ESP, depend-
ing on the connectivity of ISPs and their local distances. In case there is only one ISP in-
volved between end-customer and ESP, it acts as both Access ISP and Core ISP providing
the data transport service. Thus, Access ISPs and Core ISPs may be physically similar.

It is possible that end-customers are affiliated to a Customer Premises Network (CPN),
e.g., a LAN of an enterprise or a university. A CPN represents a group of users in terms of
a common policy and conceals the individual end-customer from the Access ISP. A CPN
may offer additional private applications or extra conditions for data transport services to its
end-customers. An end-customer can be connected either to a CPN or directly to the Access
ISP, if the end-customer is a residential user. There may be multiple end-customers involved
in one communication connection in case of a conference system.

2.1 Phases of the Business Model
In order to realize such an e-commerce scenario, as described in Figure 2, the involved

parties need to cooperate and interact with each other. General rules and business conditions

Figure 2: Relationships between involved parties of an e-commerce scenario. 
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have to be set up between the end-customer, the ESP, and the involved ISPs. The business
processes within the business model can be described by four coherent phases, an initial con-
tracting phase, a reservation phase, a service phase, and a final clearing phase. Figure 3 (a)
shows graphically the coherence of the different phases that are described in the following. 

Contracting Phase. The contracting phase is the initial phase for the business entities
before any products or contents are purchased or any services are performed. The different
cooperating parties need to get to know each other, establish or maintain business connec-
tions to their partners, and arrange business conditions and contractual agreements for later
businesses and services. Four different kinds of business relationships are investigated with-
in this paper that need to be set up before any electronic business can be done, assuming that
there is no CPN involved and the end-customer is a residential user connected directly to her
Access ISP. There are relationships between (1) end-customer and ESP, (2) end-customer
and Access ISP, (3) Access ISP and Core ISP, and (4) Access ISP and ESP (as can be seen
in Figure 2).

The relationship between the end-customer and ESP does not require contracts or agree-
ments. The end-customer simply logs in at the ESP’s homepage to buy products or contents
or to order a service. The log in process could be performed anonymously where the end-
customer does not reveal any personal information about her identity. If the ESP offers the
service to register its frequent customers, the end-customer can sign up declaring personal
business related data. The ESP might have user profiles of its customers to keep track of their
records in order to make individual offers of products or electronic commerce services tai-
lored to the end-customers’ needs.

 The business relationship between the ESP and its Access ISP is very similar to the one
between the end-customer and her Access ISP. The main difference is the fact that the ESP
is always known to its Access ISP since both parties have fixed locations and anonymity
would hinder the performance of the business.  

The relationship between the end-customer and the Access ISP is established as soon as
data needs to be transferred between the ESP and the end-customer. It is a special relation-
ship since the Access ISP works as a broker or general contractor that offers the end-custom-
er access to the Internet and represents a contact point for any data transport service to a
sending or receiving ESP. Skeleton agreements are set up between the end-customer and the
Access ISP that stipulate future business conditions and legal aspects. Within the contracting

Figure 3: (a) Sequence of coherent phases of the business model.
(b) Reservation messages exchanged between the different parties.
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phase, the Access ISP creates user accounts for the end-customer which contain among oth-
ers charging and billing information, monthly spending limits, or special types of reserva-
tions (e.g., fixed weekly reservations of a data transport service). If the end-customer wants
to remain anonymous and unknown to the Access ISP, the contracting phase may be
skipped.

The relationship between Access ISP and Core ISP, or two general ISPs respectively, is
formed by negotiations on traffic contracts and SLAs that regulate on the contract level the
amount of incoming and outgoing traffic through the network of an ISP. The ISPs strive for
maintaining a dense network infrastructure for their customers in order to deliver a data
transport service with a guaranteed QoS. SLAs between the ISPs are made statically before
any data transport service is performed but they can be changed and adjusted dynamically
during operation if the network situation changes throughout the service delivery or the end-
customer wants to change service parameters. Service Level Agreements for QoS-based
communication is discussed in detail in Section 4 on the contract level.

Reservation Phase. The end-customer has decided to buy a content or service with the
ESP and thus needs an Internet connection to exchange data with the ESP. Within the reser-
vation phase, the end-customer reserves network resources with her Access ISP since it rep-
resents the starting point for subsequent network transport.

In a first sub-phase, the login phase, the end-customer chooses her Access ISP and re-
quests a data transport service to the ESP. In a second sub-phase, the specific information
phase, the Access ISP could provide its end-customer some interesting information about the
short-term market situation, network traffic, or price comparisons with other ISPs. This in-
formation could vary for different registered or anonymous end-customers. Auctions could
be used to find the best/cheapest/shortest connection between the end-customer and the ESP
on a market where bandwidth and network resources are offered and sold [17]. The Access
ISP, as a broker or a general contractor for the end-customer, is responsible for the execution
and maintenance of the delivered service. Traffic contracts and SLAs were set up in the con-
tracting phase already to organize traffic flows through the networks of the ISPs.

The actual reservation of a data transport service or a simple price query takes place with-
in the negotiation phase, as a third sub-phase of the reservation phase. The reservation of net-
work resources for single flows on the Internet is performed in four steps according to the
RSVP protocol [25], [7].

In the first step, the end-customer sends out a signal to her Access ISP to indicate a reser-
vation request (cf. Figure 3 (b)). This request contains information about the kind of reser-
vation (e.g., application, point of time, and duration), a scheme for charge sharing (end-cus-
tomer pays only, ESP pays only, both pay), and parameters defining the QoS for the appli-
cation. These parameters could include among others the bandwidth indicating the
performance (bit/s), the transfer quality (max. fault-probability, encryption), routing param-
eters, or the maximum delay time. The flow specification, or flowspec, of RSVP contains
the service requirements for the application and characteristics of the traffic stream or flow
[3], [21], [14]. The request is sent across other (Core/Access) ISPs (in case there are other
ISPs) to the ESP, which replies with a reservation offer, if it accepts the end-customer's re-
quest. If one ISP or the ESP does not agree upon the request, it may reject the request and
send the denial back to the end-customer (dotted line in Figure 3 (b)). In this case, the nego-
tiation starts anew.

In the second step of the negotiation process, the ESP replies to the reservation request
with a reservation offer informing the end-customer on acceptance or denial of the reserva-
tion request. The reservation offer is sent the same way back to the end-customer, where dif-
ferent ISPs reserve the requested resources for that particular flow or they add pricing infor-
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mation in case it was only a price request [20]. If one party does not accept the reservation
offer, the end-customer must re-send the reservation request with different parameters.

The third and fourth step of the negotiation phase (reservation adoption and confirmation)
are optional and can be used to add sender or receiver provided electronic payments if, for
example, reservation fees are required or payments have to be made in advance [7]. This
four-step negotiation phase has to be run through for every newly requested service or if the
end-customer wants to extend the currently performed service.

Service Phase. After the data transport service has been reserved within the previous res-
ervation phase, the actual service can be performed within the service phase. The data trans-
port service is delivered by the Access ISPs and eventually several intermediate Core ISPs
according to the previously defined QoS parameters.

Of particular importance for ISPs and the payment of the service is the question, whether
the end-customer is a known business partner, and thus can be trusted, or whether she decid-
ed earlier in the contracting phase to remain anonymous. In case the end-customer has reg-
istered with her Access ISP earlier in the contracting phase, charging, billing, and eventually
payment for the service is done in the subsequent clearing phase (by post-paid payments).

If the end-customer is an anonymous business partner, she has to pay before the service
is performed due to a lack of trust and security. Pre-paid payments could be made (1) from
pre-paid accounts, (2) online with debit, credit, or some pre-paid money card, or (3) by some
sort of electronic money that could eventually be included in the reservation adoption mes-
sage (for end-customer payments) or the reservation confirmation message (for ESP pay-
ments). Depending on the charge sharing scheme, both end-customer and ESP pay their
share for the service. If ISPs do not get money from the end-customer/ESP beforehand, they
can immediately release the allocated resources for the reserved service. After the delivery
of the service, the end-customer can go back to the reservation phase and request a new serv-
ice or try to extend the currently performed service with similar QoS parameters.

Clearing Phase. The clearing phase contains the charging, billing, and the payment for
the delivered data transport service. If the end-customer decided to remain anonymous, pay-
ments were made already within the service phase and thus the clearing phase can be
skipped. Charging and billing includes the process of transforming the collected accounting
records for the end-customer into monetary units and summarizing them on a bill [7]. The
bill contains the used network resources and the delivered services within a certain period
of time (e.g., one month) and the corresponding pecuniary value.

Different billing and payment schemes are possible and discussed in [9]. The best possi-
bility is to perform billing and payment through the Access ISP who collects single bills
from ISPs to combine them to one bill and redistributes the payment back to corresponding
ISPs. Another possibility is that every involved ISP sends a separate bill to the end-customer
and receives the payment for the service. There might even be a payment provider involved
in the whole clearing process as a Trusted Third Party (TTP) assuming control over billing
and payment. Payments can be made with debit or credit card, or simply by a transfer of
funds.

The clearing phase is terminated when every ISP received its money. The end-customer
can go back to the reservation phase and start reserving a new service again. An optional
sub-phase for customer support could be appended which gives the ISP(s) the chance to re-
ceive feedback from the end-customer (e.g., via questionnaire) regarding the performance
of the service or special customer-related problems and suggestions (e.g., special services
for frequent customers).
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2.2 Billing of the Content
Although this paper is focusing on charging and accounting mechanisms for transport

services on the Internet, it is important to consider charges for the content combined with the
transport. This subsection gives a quick description of relevant factors that decide, whether
it is favorable to charge content together with the transport service or not. Figure 4 (a) shows
the primary influencing factors, namely the relative value of content (defined as the value of
content divided by the cost of transportation) and the required end-customer anonymity. Not
the amount of bytes settle the value of the content, but the market price.

For low values of content it is more efficient to charge and bill the content together with
the transport service either on one bill or through a pre-paid calling card. A separate bill for
the content will be provided for registered end-customers, if the relative value of content is
higher than the middle threshold (approximately around 10). If the end-customer likes to be
anonymous and the relative value of content is between the low and the high threshold (ap-
proximately between 5 and 50), pre-paid money cards can be used to pay for the content.
Extremely valuable content (above the high threshold) requires pre-paid accounts on the
ESP’s side with secret access codes. Both middle and high values of content should only be
charged when the transfer was successful, e.g., a big data file was received correctly.

Figure 4 (b) shows secondary influencing factors deciding, whether to bill separately for
the content or together with the transport service. There is the number of logically independ-
ent content blocks per time and the value of content per time. Logically independent blocks
of content are discrete and contain direct useful information. A feed of financial information
(e.g., stock rates) consists of many independent data packets which are billed continuously.
A backup file or a high resolution image file can be seen as one big block of content. If only
one intermediate packet gets lost, the transmission failed and no billing should be performed.

Transmission of a high number of logically independent blocks of content with a low val-
ue of content (lower right corner of Figure 4 (b)) is billed together with the transport service,
if the QoS for the transport service is below a certain threshold. If the QoS for the transport
service increases (QoS threshold moves to upper left in Figure 4 (b)), the relative value of
content decreases and billing of the content is performed with the transport service.

3 Internet Protocol Architectures

Providing charging and accounting services on the Internet requires a number of technical
prerequisites. As of recently, the Internet has performed on a non-commercial basis and
charging services have not been necessary or foreseen. However, with the commercializa-

Figure 4: Influencing factors for a separate billing of the content.
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tion of the Internet as a networking infrastructure and the Internet services offered, this point
of view changes. In particular, once an end-customer has to choose from, say, two different
service classes, a best-effort one and another one delivering some sort of bandwidth guaran-
tees, a purely technical solution of providing these classes is not sufficient anymore. The rea-
son is hidden in the greedy nature of almost every, certainly the majority of end-customers
– they will choose the service class with the best QoS. Of course, if this is the case, the serv-
ice class with less QoS will become obsolete, since it is not used. In turn, users encounter
similar problems within the better class of service due to its heavily congested usage. This
situation will remain unchanged as long as no financial incentives on choosing a service
class, which is perfectly suited for the end-customer’s needs, are provided by the Internet. 

Today’s Internet does not offer any service differentiation mechanisms, since the best-ef-
fort type of service still dominates. In addition, the basic protocol is defined by the Internet
Protocol (IP) [16], which is currently used in its version 4 and does not provide any service
class differentiation features besides the Type-of-Service (TOS) field. Nevertheless, this
field is only optionally used within IPv4 on a broad scale. Some future enhancements, or bet-
ter changes, to determine IPv6 is being prepared by the IETF [5], including a flow label field
[15] and an extended TOS field. However, today two distinct Internet protocol architectures
are used as approaches towards a service discriminated Internet.

3.1 Integrated Services Internet (IntServ)
IntServ defines a networking framework, which supports unidirectional end-to-end flows

[4]. These flows may request a certain QoS and may use a Controlled Load Service [24] or
a Guaranteed Service [18]. However, every flow needs to establish a context between the
sender, the receiver, and intermediate nodes. Therefore, the Resource ReSerVation Protocol
(RSVP) [3] has been defined as a protocol for reserving network resources for single flows
of applications. RSVP allows sender and receiver to specify the desired traffic class in terms
of a flow specification, mainly including bandwidth, delay, and loss characteristics. Further-
more, it propagates these information along a path in the Internet which will be set up for the
subsequent data packets. This scheme relies on the existence of admission control, resource
allocation, and packet forwarding mechanisms in each router to ensure that the requested
QoS parameters can be guaranteed. In addition, RSVP assumes that a QoS-based routing
protocol exists.

In summary, the IntServ model comprises a per-flow reservation of network resources for
single Internet applications from one end-customer to another with a certain pre-defined set
of QoS parameters. Advantageous features of the IntServ and RSVP approach encompass a
receiver-driven QoS specification, the support of multicast traffic and its merging for reser-
vations, and the soft state approach for maintaining the context data of a flow. However, the
support on a per flow-basis is assumed to show scalability problems with respect to large
number of flows and states to be kept in large backbone routers. The per-flow granularity
imposes overhead which may not be necessary for a certain number of situations. Service
classes in IntServ distinguish between best-effort and guaranteed services. The application
of the business model as described in Section 2 has been performed for guaranteed services,
which require a resource reservation based on RSVP. 

3.2 Differentiated Services Internet (DiffServ)
Due to these assumed scalability and overhead problems in case of many single flows, a

different framework was developed recently. Instead of treating a single flow as the entity
of interest, the Differentiated Services Internet (DiffServ) handles Internet traffic based on
the notion of aggregated flows and fixed numbers of service levels in terms of service pro-
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files [2]. This approach minimizes the state to be kept in routers. In addition, this is support-
ed by a domain-concept, where a group of routers implements a similar number of service
levels and the appropriate set of policies. This DiffServ domain is defined by a fixed bound-
ary, consisting of ingress and egress routers. However, traffic traversing such a DiffServ do-
main is required to be marked. This marking happens on a per IP packet-basis at the ingress
routers and utilizes the DiffServ (DS) field in an IP packet [13]. This DS field replaces the
TOS field from the IPv4 protocol and allows the definition of per-hop behaviors (PHB),
which in turn determines the service level such a packet will be treated by. Once the DS
Code Point as part of the DS field has been set, the packet “tunnels” through the DiffServ
domain being treated equally in every interior router. Similarly as within IntServ, an aggre-
gated DiffServ flow of flows is considered to be unidirectional. 

Since single end-to-end flows are bundled to aggregated flows with a similar behavior
within a DiffServ domain, the DiffServ approach requires less overhead. However, the need
to mark IP packets at the DiffServ borders remains. In addition, a longer termed service con-
tract may be required between different DiffServ domains, since a certain service level may
be required. This type of flow aggregation in conjunction with service guarantees require
some sort of admission control, since an over-utilization may lead to service degradations.
Regularly, so-called Service Level Agreements (SLA) are set-up between interconnecting
ISPs in order to maintain the desired service level for the aggregated flows. An initial SLA
needs to be set up between interconnected ISPs before any service is performed. SLAs can
also be adjusted dynamically. Basic details on SLAs are provided in Section 4.

3.3 Comparison and IntServ over DiffServ
As presented above, IntServ as well as DiffServ show a number of advantages and draw-

backs. Based on six classification criteria, Table 1 depicts the main differences for IntServ,
DiffServ, and best-effort traffic types in the Internet. 

The integration and combination of IntServ and DiffServ advantages is possible. Local
Area Networks (LAN) tend to show an overprovisioning of bandwidth, which does not re-
quire a sophisticated resource management and signalling, if a certain topology and traffic
considerations are taken into account. The Access Network, however, utilizes RSVP to sig-
nal flow requirements from senders to the Core Network. Edge routers perform a mapping
of these requirements onto particular flow aggregation types available in the DiffServ core
and represented by a dedicated SLA. Since core routers purely perform traffic forwarding
based on PHBs, they are able to cope with many aggregated flows. Only edge routers need
to keep the state of flows from their local domain. 

Table 1 Comparison of IntServ and DiffServ

Best-effort IntServ DiffServ

QoS Guarantees no per data stream aggregated

Configuration none per session (dynamic) long-term (static)

Zone entire network end-to-end domain-oriented

State Information none per data stream (in router) (none, in BB, in 
edge router)

Protocols none signalling (RSVP) bit field (DS Byte)

Status operational matured worked on
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4 Service Level Agreements for QoS-based Communication

Inter-provider agreements are employed between ISPs to capture the terms of service for
exchanged traffic. As in a commercial environment, an offered service is an item which may
be sold or purchased. An inter-provider agreement represents a contract-like relationship in-
dicating the characteristics of the covered service and implied financial settlements.

Traditionally, within the Internet, ISPs engage in interconnection agreements in order to
assure each other pervasive Internet connectivity. Such agreements allow engaging ISPs to
exchange traffic at an interconnection point, either with or without financial settlements [1].
Traditionally, these agreements do not consider QoS related issues.

More recently, Service Level Agreements (SLAs) are used as a means to establish a pro-
vider/customer type of relationship between two providers. While the exact content of an
SLA often depends on the specific business and technology context, the core of an SLA al-
ways includes a description of the traffic covered by the SLA and the service level which is
to be applied. SLAs provide the contractual envelope for QoS based assurances.

4.1 DiffServ SLAs
The mentioned IntServ approach of the IETF does not refer to business related entities. In

contrast, the DiffServ approach is based on the notion of network domains which can be op-
erated by different ISPs. In a pure DiffServ world, both access and core domains would use
DiffServ technology to transfer data within their domains as well as between domains. In
order to indicate service commitments between domains, Service Level Agreements (SLAs)
are employed.

DiffServ SLAs are defined on the contract level, abstracting from the type of underlying
physical network connectivity, which is assumed to be given per se. Due to the ability of
DiffServ to classify traffic, SLAs can be defined for various aggregations of flows, for in-
stance based on the source or destination IP addresses. According to the envisaged support
of DiffServ for multiple service classes, an SLA also specifies a selected service class. Thus,
a DiffServ SLA includes:

• a description of the aggregated flow to which the SLA is applicable,
• the corresponding throughput, and
• the corresponding service class (e.g., assured/premium service, determining QoS, de-

lay or loss characteristics).
In principle, DiffServ SLAs can be defined at any granularity level, including the level of

application flows. As DiffServ pursues the goal of high scalability, only a limited set of
SLAs is likely to exist between any two domains, such that explicit support of individual
flows through DiffServ SLAs will likely be an exception.

4.2 Commercial SLAs
SLAs have emerged in the commercial domain as a result of increasing customer demand

to reliably understand what kind of service they actually can expect from an Internet Service
Provider. Such SLAs are typically tied to the provision of a network service on a long-term
basis. Service provision includes both the installation of physical equipment (e.g., routers,
access lines) as well as the provision of a data transport service (e.g., based on IP protocols). 

In order to capture QoS aspects, SLAs include similar parameters as considered in the
DiffServ case. As an example, the SLA employed by UUNET [22] foresees the following:

• the throughput offered to customers (e.g., T1),
• round-trip latency across the provider’s network,
• the availability of the service,
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• outage notification duration, 
• duration between order and installation, and
• reimbursement procedure in case of non-compliance.
Both mentioned SLA approaches tend to serve the same purpose: establish longer-term

service relationships between adjacent ISPs and provide assurances for traffic aggregates
exchanged between them. These approaches avoid the overhead implied by a high number
of concurrent SLAs and frequent changes in the terms of agreements.

4.3 Flow-based SLAs
In principle, the SLAs above may be applied at the service interface between Access ISPs

and their end-customers. However, given that in the access domains per-flow handling of
traffic is a viable option, a different approach is feasible which offers superior flexibility in
applying charging schemes to QoS based traffic.

First, it is likely that QoS support within the Internet will, for a long time, not be perva-
sive. Whenever a QoS based flow is requested, the availability of such support has to be es-
tablished depending on the source and destination end-points as well as the sequence of ISPs
involved. Providing SLAs dynamically on a per-flow basis allows to take such dependencies
into consideration and automatically adapt to increasing Internet support for QoS.

Second, considering QoS automatically implies a strong differentiation among Internet
services. QoS can be provided at multiple levels (e.g. to support various audio qualities). In
consequence, there is a need for differential, QoS dependent pricing in order to prevent users
from making use of the best QoS level only. Similarly, applying differential pricing is re-
quired in order to reflect the communication path (i.e. ISPs) traversed including the source
and destination locations. Both aspects lead to service prices which can be established only
if the characteristics of a requested flow are known, i.e. on a per-flow basis.

Third, there is an ongoing discussion about pricing schemes that should be applied to In-
ternet traffic. Dynamic pricing of offered services based on a current level of network usage
was shown to improve the service characteristics a network can provide, for instance reduce
congestion and smooth traffic [8], respectively. Assuming such an approach, both the im-
plied QoS level and the provided price are to be established dynamically for each new flow.

Providing flow-based SLAs captures all the mentioned issues. Such SLAs are in strong
contrast to the ones considered in the previous section. They directly concern application
level flows and not aggregations of traffic. Furthermore, they are likely to be set up for the
required duration of communication only.

Flow based SLAs are in line with the service model proposed by IntServ, as far as the end-
customer’s point of view is concerned. We find a significant difference in the motivation
stated above. The motivation of considering single flows by IntServ is that customers want
to have selectable QoS on a per-flow basis. In contrast, the arguments mentioned above are
driven by economic considerations: ISPs want to provide incentives for end-customers to
make use of more or less resources in the network and, in case of dynamic pricing, ISPs want
to consider the availability of free resources when setting prices. These aspects are best con-
sidered in the context of individual demand units, i.e. flows.

5 Summary and Conclusions

Within this paper, a business model was introduced illustrating independent and coherent
phases necessary for charging and accounting of Internet services. The business model was
developed for an e-commerce scenario with an end-customer, an ESP, and several ISPs.
Each of the players has a well-defined and integrated role within the scenario. Different lev-
els of abstraction are necessary to implement the business model for charging and account-
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ing of Internet services. On the top most level, the business level, there is the business model
with interacting players doing business with each other. On a second level, the contract level,
Service Level Agreements (SLA) are essential in order to provide reliable and accountable
QoS-based end-to-end communication. The base of the entire business model is a technolo-
gy model for the network infrastructure (covering IntServ and DiffServ models) carrying
data across the Internet according to the contractual agreements of the contract level. The
fact that multiple dynamic ISPs with heterogeneous resources are assembled for the delivery
of a guaranteed service justifies the business model with its underlying network model for
the communication infrastructure.

One of the key conclusions of this paper is the special role of the Access ISP within the
entire business model. The fact that only the Access ISP is visible to the end-customer makes
electronic business (1) easier and more trustworthy for the end-customer, since the Access
ISP is a well-known point of reference, and (2) easier for the ISPs to charge and account the
end-customer for the use of the transport service. If the end-customer decides to be anony-
mous to the Access ISP, she is invisible to the Access ISP and, thus, has to make payments
in advance. The business model included two kinds of payments that have a big influence
on the phases of the business model: (1) account-based post-paid payments or (2) immediate
pre-paid payments. Depending on whether the end-customer wants to remain anonymous to
the Access ISP or not, payments have to be made in advance or the end-customer will re-
ceive a bill with a list of the cost for the used services. Consequently, the payment scheme
has an important influence on the business model.

Open issues in this area of work are the full end-to-end provisioning of services trespass-
ing multiple core ISPs, which need to offer guaranteed services. These tasks will be an inte-
gral part of future investigations of Service Level Agreements and their definitions in a com-
mercial and highly dynamic environment. Particularly, the different views of integrating the
advantages of IntServ and DiffServ need to be studied with respect to signalling protocols
and their efficient usage for e-commerce scenarios.
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Abstract. One way to facilitate effective business-to-business electronic com-
merce (EC) for small and medium-sized enterprises (SMEs) is to provide a bro-
kering service that is tailored to the needs of SMEs. While many of the larger
companies use EDI for their electronic business exchanges, SMEs have to be
more flexible and demand a less rigid system. In this paper we will present an ar-
chitecture of a modular broker system that supports the whole EC process. Such a
broker system thus requires facilities for mediating the exchange of information.
The mediating role is fulfilled by a repository that manages the data of the mod-
ules. The repository also provides access to heterogeneous information coming
from external sources using sophisticated metadata management. Furthermore,
the repository allows to monitor the contents of the external sources and provides
notification services to the users of the broker system.

1 Introduction
One of the advantages of business-to-business electronic commerce (BtB EC) is the
electronic integration of negotiation and ordering processes with the rest of the busi-
ness process. The integration can help to reduce costs and will probably speed up the
buying or selling process. However, such an integration has yet only taken place in large
enterprises, e.g. in the automobile industry. A large enterprise can set a requirement for
its smaller suppliers to install a certain software for electronic data interchange (EDI),
thereby forcing them to adhere to a certain standard. The (implicit) threat is that the
smaller companies will not be considered as future business partners if they do not use
the standard.

A small or medium-sized enterprise (SME) usually conducts business with various
companies, on the one hand as a buyer, on the other hand as a seller. For example, in the
building and construction industry wholesalers buy from producers and act as sellers
for contractors. It would be very difficult to keep track of all the business exchanges
if communication were to take place directly. On the other hand, EDI systems do not
offer an appropriate solution either for two reasons. Firstly, EDI systems are only semi-
standards as there exist many variations for different industrial sectors. Secondly, these
systems are very rigid and do not allow for individuality and flexibility. Both reasons
can be considered as serious obstacles for effective BtB EC for SMEs.

Thus, it will be argued in this paper that more flexible and open solutions are re-
quired for facilitating BtB EC in SMEs. In [11], a framework for business-to-business
EC for SMEs is presented. The key element of this framework is a broker system which
acts as a mediator between two business partners.

In the present paper an architecture for a business data repository that forms the
memory of such a broker system will be presented.The business data repository will of-
fer a uniform access point to existing data sources and storage facilities for the different
modules. Moreover, ownership of data and access rights for different user groups will
be managed. Finally, notification services will be offered to keep the users of the broker
system informed about products and companies.

K. Bauknecht, S. Kumar Madria, and G. Pernul (Eds.): EC-Web 2000, LNCS 1875, pp. 442−451, 2000.
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In the next section the framework of the EC broker system will be described in
detail and some requirements for the business data repository will be outlined. We will
discuss the architecture of the repository in section 3 before exemplifying our approach
in section 4. Finally, concluding remarks will be given in section 5.

2 Business-to-Business Electronic Commerce for SMEs

In this section, the context of the present work will be established. In section 2.1 we
will summarise the situation of BtB EC as it is today. Based on the problems described,
we will then present a new approach to effective BtB EC for SMEs (section 2.2). The
core of the present work is a broker system that fulfils a mediating role. Its modular
architecture will be discussed in section 2.3. As will become obvious, the broker sys-
tem requires facilities for mediating the exchange of information between the different
modules. A metadata repository is proposed for that purpose. Concrete requirements
concerning its functionality will be presented in section 2.4.

2.1 Current State

There is a large number of EC approaches both in the academic and the industrial realm.
However, most approaches concentrate on the later stages of an EC process. For ex-
ample, standards for ordering and payment are developed [9] but there is hardly any
support of the early phases of an EC process. For example questions such as “Which
company can supply this product?”, “What is the current situation on the market for
my product?”, “How can I find new respectable business partners?” are often answered
only partly or indeed not at all.

EDI systems have been in use for a considerable time, especially for larger compa-
nies in certain sectors such as the automobile industry. For SMEs, there are a number
of problems related to EDI systems [9]: (i) They are relatively expensive to develop and
operate which is a problem for SMEs. (ii) EDI systems have a limited accessibility in
that they do not allow transaction between buyers and sellers in an easy way. EDIFACT
is a semi-standard which is so complex that there are usually different sub-standards for
different domains. Therefore, one-to-one solutions are often in place. (iii) EDI systems
are rigid and do not allow for intuitive interactions or flexible exchanges whereas a key
characteristic of SMEs is their flexibility. (iv) EDI systems are partial solutions, i.e. they
only automate one part of the EC process. Consequently, we argue that a new approach
to BtB EC for SMEs is required which is based on solid database technology and on
empirical data showing SMEs’ concrete demands regarding BtB EC. EDI can be part
of such approach (as indeed it will be in our approach) but it must not be used on its
own.

2.2 A new Approach

Our vision of an effective support of business-to-business EC processes takes the prob-
lems described in the previous section into account and seeks to overcome them. Based
on an analysis of existing business processes, we argue that for SMEs a mediator for
information exchange is not only helpful but indeed vital for effective BtB EC. SMEs
have many business associates and it would be very difficult to keep track of all business
exchanges if there was only direct communication. The core of the approach presented
in this paper is a broker system which is tailored to the needs of SMEs. The broker
mediates the exchanges of business partners. Its architecture will be introduced in the
next section.
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2.3 Architecture of the Broker System

The broker system consists of four modules, i.e. search, negotiation, fulfilment, and
data management (see figure 1). Firstly, business partners need to have intelligent search
facilities including keyword and semantic search [10]. Buyers can thereby find suppliers
of certain products easily and quickly; sellers can look for possible buyers efficiently
and can be found easily by prospective clients. The search engine provides a number of
companies satisfying the search conditions.
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Fig. 1. Architecture of the broker system

Then the phase of contract negotiation starts. We envisage negotiation support by
providing structured Email messages based on speech act terms [12, 13] and EDIFACT
which provides a run-time specification of SMEs’ interactions [17]. A company will
start parallel negotiation with some of the companies they found in the search phase,
i.e. parallel message threads will be created. During the parallel negotiation, one com-
pany will be selected as the business partner for the particular EC process.

After an agreement has been reached, the fulfilment phase starts. A contract is drawn
up and commits the parties to certain actions.

As can easily be imagined, a large amount of data is created and amended and needs
to be maintained during the EC process. To manage the data efficiently, we propose a
metadata repository which acts as the memory of the broker system. Just as the broker
system mediates the communication between the companies, the metadata repository
mediates between the different broker modules that the business partners use during
their exchanges.

The second role of the repository is to provide access to heterogeneous information
coming from external sources. For example, chambers of commerce can provide exten-
sive information about companies in certain regions; companies offer detailed charac-
teristics of products; banks might offer financial information. Such external information
is useful for an intelligent search module. For example, a company might want to look
for suppliers from Greater Manchester with a reliable credit history selling bubble-jet
printers in the price range of 200-230 Euro. The integration of such heterogeneous data
sources will be discussed in section 3.

2.4 Requirements for a Metadata Repository

Based on our vision of an effective BtB EC process for SMEs, the following require-
ments have been drawn up in discussion with user groups. The repository should

facilitate information exchange across modules; The results from the search process
are the basis for negotiations with certain companies, thus information must be
passed on, for example, from the search module to the negotiation module.

provide extensible data structures; It is possible that further requirements will be ut-
tered by user groups which must then be embedded in the existing data structures.
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make flexible workflows possible; The workflow of “search-negotiate-fulfil” is not
the only possible order of events. For example, if a company is regarded as an
established business contact, negotiation might start without any search.

enable traceability of negotiation and fulfilment phases; To show the history behind
an agreement, it is vital that the different steps of negotiation and fulfilment are
stored and are accessible for the business partners. This facility can serve as a
memory aid and as a medium of communication between employees of the same
company; it can help to evaluate different business strategies etc.

monitor the fulfilment; Once an agreement has been reached, a contract will be drawn
up with clear responsibilities for all parties involved. A monitoring facility could
help to anticipate conflicts and be used, for example, to issue certain predefined
messages automatically as reminders, penalities etc.

integrate external data sources; Data coming from external sources is helpful for ef-
fective EC processes and should, therefore, be used in a repository.

manage access rights and data ownership; External information providers might not
want to provide accessibility to their data to everybody. Rather, they want to grant
access only to their business partners. Furthermore, the owners of external infor-
mation want to retain the control over their data, e.g. update or remove data.

3 Architecture of the Repository System
In the previous section, we have discussed the framework and the requirements for a
business data repository. We will now explain what functionalities the repository has to
provide to fulfil the requirements.

One of the core functionalities of the repository is to provide information to the
search, negotiation and fulfilment modules. The repository must, therefore, offer flexi-
ble data structures which are able to store the data provided by the modules and external
data sources. This function is realised by an extensible object oriented data model and
a hierarchy of views which allows the base data to evolve independently of the appli-
cations. The view mechanism is also used to map the data structures of the repository
to the client data structures and to provide notification services for client applications.
These issues will be addressed in sections 3.1 and 3.2.

Another requirement is the integration of external data sources into the repository.
Our approach to this problem is based on the idea of federated database systems. A fed-
eration of databases is a combination of locally administered databases to a distributed
system that allows application programs to access the data without having to resolve
the semantic and structural heterogeneity of the local databases [14]. Instead, a virtu-
ally integrated database is constructed by recombining the local databases into a central
database schema (also called global schema). Structural and semantic conflicts are re-
solved by appropriate definitions in the global schema. In section 3.3, we will show how
this idea is technically implemented in our framework. Section 3.4 will then address the
problem of syntactic and semantic integration.

The repository is implemented with the ConceptBase system [6] which is a know-
ledge-based repository that is mainly used for metadata management. The client-server
architecture allows clients to access the repository via the Internet. The repository can
notify clients on certain events that have occured.

3.1 Business Data Structures

The repository should manage all data relevant for BtB EC between SMEs. We have
identified the following data items that have to be managed by the repository: (i) com-
pany and product profiles as they are used by the search engine to find business partners,
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(ii) search results are stored to be used during the negotiation phase or for later similar
searches, (iii) negotiation details and contracts are stored to resolve later legal conflicts
and to trace a negotiation process, and (iv) user profiles which store information about
users, such as access rights, personal search results, ongoing negotiations etc.

All member companies of the EC broker system have to provide a company profile
to become a member of the system. Additional company profiles can be provided by or-
ganisations such as the chambers of commerce. If a company has been registered, it may
provide information about its products to the system. Two key problems of company and
product profiles are that they are heterogeneous and that international standards are not
available or rarely supported.

Our approach to this problem is to map the profiles to standards as far as possi-
ble. For example, the European Business Register [3] is an international organisation
that tries to build up a register of companies in many European countries. The register
includes information about contact address, registration authority, company type and
description, and financial data. Such information is offered by the chambers of com-
merce in Germany (e.g., see Internet Business Network of IHK Aachen [5]). In section
4 we will show how the information from IHK Aachen can be mapped into the EBR.

For product profiles, some industry-specific organisations offer product ontologies
that can be used to classify products into a hierarchy of concepts. For example, the
Dutch organisation HCP-EDIBouw [4] has developed an ontology for the building and
construction industry in the Netherlands. One goal is to facilitate the EC between pro-
ducers, wholesalers, building companies, and architects. Therefore, HCP-EDIBouw’s
product ontology is divided into several perspectives as the different user groups use
different terminologies.

Although all this data is extracted from different sources, it must be integrated into
a coherent data model, e.g. product profiles are linked to the company profiles of their
producers. Figure 2 gives an overview of the data model of the business data repository1.
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Fig. 2. Data model of the business data repository [8]

Figure 2 describes the relationship between companies, products and their profiles.
Companies and products may have several profiles for different user groups. The struc-
ture of the profiles is not further defined, they may have several features. The semantics
of these features is defined by linking the relationship to the corresponding element in
the ontology.

Furthermore, figure 2 describes how we manage the “dynamic” information in the
repository, i.e., search results and details about negotiations and contracts. For each
business transaction and each user involved in this transaction, we construct a business

1 ConceptBase has an object-oriented data model: types are represented as classes; relationships
between classes are attributes of the classes; data are object instances of these classes.
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data space (BDS) [8]. A BDS will contain all data that is the result of a transaction.
The owner of the BDS can allow other users to access her or his BDS. Furthermore, the
owner can update and remove data in the BDS. Thus, the BDS fulfils the requirement
for managing access rights and retaining data ownership.

3.2 Support for Client Applications

The repository supports client applications in several ways. Firstly, the repository allows
to define views on top of the base data defined in section 3.1. The views allow the client
application to extract that part of the repository which is of interest to the application.
Furthermore, the structure of the view is independent of the base data. Thus, it can be
defined in a way that is best-suited for the client application.

Secondly, the output format of the repository for a certain view can be defined by
the administrator of the repository. By doing so, the application does not have to know
about the internals of the repository system and the repository can easily be integrated
into existing environments. The result of a view can be transformed into any ASCII
string, e.g., XML document, HTML page, or an EDI message.

Finally, the repository is able to maintain and update the views for the client appli-
cations if necessary. The repository uses a view maintenance algorithm [15] to compute
the changes for the view whenever an update to the base data has occurred and then
notifies the client applications about these changes [16]. This mechanism can be used
to keep the user informed about the information (s)he has requested [1]. For example,
the user might want to get notified if a company publishes a new product, or if the price
of a product goes below a certain limit.

3.3 Integration of External Information Sources

We propose a federated architecture for the integration of external information sources
in the repository. In such an architecture, the repository plays the role of an information
trader: all requests by the client applications are sent to the repository. The repository
then looks up the metadata of external sources and sends the query to the appropriate
source. The result is received by the repository and then sent back to the client applica-
tion in the desired format.

The advantage of a federated architecture is that local databases can remain un-
changed while allowing application programs to operate on a central virtual database
providing the data of all participating databases. Such an architecture is especially use-
ful for a loosely-coupled system we envision for the EC broker system. The data sources
are not controlled by the administrator of the EC broker system, and access to these
sources might be limited. Within our architecture, it will be possible to materialise a
snapshot of a data source in the repository (e.g., if access to the sources is very ineffi-
cient, or if the sources are rarely updated), or to keep the integration virtual, i.e., there
is no materialisation and every query to the data is delegated to the source.

It has been argued that federated databases are a technologically attractive solution
to the problem of distributed databases [14]. However, practice has shown some disad-
vantages and risks when they are applied in a too comprehensive way. Structural and
semantic conflicts are often underestimated. Especially semantic conflicts may arise if
the local databases are maintained for diverging goals (e.g. the semantics of concepts
like ‘order’ or ‘product’ might differ in different departments or companies). Therefore,
it is necessary to analyse the business processes that operate on the local databases. The
problem of structural and semantic integration is also addressed in data warehousing
[7]. Structural conflicts are solved by special data cleaning programs. Semantic con-
flicts require a careful analysis of the data sources and their semantics. The result of
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such an analysis is a conceptual model of the information which is available in the
enterprise and the data sources [2].

Our technical solution to the problem is as follows. The repository stores the meta-
data about the location of the source data, how it can be accessed, and its schema. To
be able to access the heterogeneous databases, these systems must either offer a stan-
dard interface to their data (e.g., JDBC, XML) or a wrapper has to be implemented that
provides access to the source data.

In our ‘trader architecture’, ConceptBase provides added value for the client ap-
plications without preventing them to access the business information sources directly.
To access external information sources such as relational database systems or XML
documents, ConceptBase uses the JEBserver (Java External Binding).
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Fig. 3. Federated architecture of the repository system

The JEBserver has an architecture that is similar to a driver manager in an ODBC/
JDBC architecture. The core of the JEBserver manages the connection with the Con-
ceptBase server and translates the data from the sources into the format required by
ConceptBase. For each type of source, a specific driver (or wrapper) is necessary. The
drivers are implemented as Java classes and they have to support an interface that is
defined by the JEBserver. This interface is similar (and yet much simpler) to the driver
interface in JDBC.

To know how and when external information sources need to be accessed, Con-
ceptBase manages some metadata about the sources such as the relations stored in
the sources and the access method. The integration process is incremental, i.e., not all
sources have to be integrated at one step and additional sources may be added later.

3.4 Syntactic and Semantic Integration

Syntactic integration is the part of the integration process which resolves the syntac-
tic heterogeneity of the data source, i.e., different names for data types and attributes,
different metrics for values, etc. Semantic integration deals with the heterogeneity of
conceptual models, e.g., even if two data types from different sources have the same
name, they can represent different “real-world” objects.

In our approach, the integration is done by building a global schema for the data
available in the sources. This global schema is a view that is constructed from the base
data that is imported from the sources (see figure 4). The base data, as it is stored in the
repository, does not necessarily have the same schemata as in the sources.

Syntactic conflicts in the different sources are resolved in the repository by defin-
ing views on top of the base data, i.e., unifying different syntactic representations of
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Fig. 4. Hierarchy of schemata and views for syntactic and semantic integration

data types. These views form the global schema of the repository. On top of the global
schema, further views are used to extract a part of the repository which is useful for a
client application. This means that a client application does not need to know the whole
global schema of the repository, it just needs to know the part of the global schema (or
the view on the global schema) which is relevant for the application.

The problem of semantic integration can be solved by creating a conceptual rep-
resentation of the global schema and the sources, following the approach we have de-
veloped in the ESPRIT project DWQ (Foundations of Data Warehouse Quality) [7].
In DWQ, an enterprise-wide conceptual schema (called Conceptual Data Warehouse
Model) is constructed. The conceptual models of the sources are then expressed in
terms of the conceptual enterprise model. A semantically rich language is used to ex-
press relationships between the entities of the different models.

4 Example: Integration of Company Profiles

4.1 Data Structures

We will show a straightforward integration of the company profiles of IHK Aachen [5].
The company profiles of IHK Aachen are stored in a relational database. We do not
explain here the internal format of the database but focus instead on the views which
are exported by the database. The database exports two views: one view contains the
company profiles, and the second view contains the descriptions of activity codes (based
on the NACE code, an international standard for the classification of companies).

The contents of both views will be loaded into the business data repository. There-
fore, it is necessary to specify in ConceptBase how the data sources can be accessed.
This is done by defining an instance of ExternalDataSource. This instance de-
scribes how the data can be accessed by defining a Java class which implements a
wrapper for JDBC data sources. Furthermore, it is specified where the database server
is running by defining a URL.

IHKDatabase in ExternalDataSource with
url exturl :

"JEB-JDBC:twz1.jdbc....:jdbc:z1MySQL://host:1234/mysql"
driver
extdriver : "i5.cb.jdbc.JEBJdbcDriver"

end

If this data has been entered into ConceptBase, the metadata of the data source, i.e.,
table definitions, are loaded automatically. For company profiles and the NACE Code,
the following classes will be created in ConceptBase.
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IHKCompanyProfile in ExternalObject NACECode in ExternalObject
with field with field

Name : String; Code : String;
Street : String; [...] Description : String;
Branch : String source extSource : IHKDatabase

source extSource : IHKDatabase end
end

The attribute Branch of IHKCompanyProfile has a foreign key relation to
the table NACECode. This will later be used to provide the description of the branch
together with the company profile.

4.2 Mapping to the Company Profile of EBR

Most of the fields in the database of IHK Aachen can be mapped directly to the cor-
responding fields of the EBR’s company profile. This mapping is established using a
view on the company profile data of the IHK database.

View EBR_CompanyProfileOnIHK isA IHKCompanyProfile with
computed_attribute

Name : String; Type : String;
Country : String; ActCode : String;
RegDate : String; ActDescription : String

constraint c:$(this Name ˜Name) and (˜Country == "Germany") and
(exists y/Int (this Year y) and (˜RegDate in IntToStr[y/int]))
and (this LegalForm ˜Type) and (this Branch ˜ActCode)
and (exists n/NACECode (n Code ˜ActCode)
and (n Description ˜ActDescription)) $

end

In ConceptBase, a view can be seen as a derived class. In this example, the instances
of this class are inherited from the class IHKCompanyProfile. It is also possible to
inherit the attributes from this class, but as the attributes for a company profile in EBR
are slightly different to the ones in the IHK database, we have to “compute” them. The
computation is done in the constraint of the view. In this constraint, the attributes of
the view can be used as variables, their names are prefixed with ˜. For example, the
statement (this LegalForm ˜Type) assigns the attribute value of the attribute
LegalForm of the superclass to the attribute Type of the view. ConceptBase also
supports functions like IntToStr for data type conversions. In addition, users can
specify their own functions for more complex computations. The view mechanism can
also be used to map the repository data to client data structures, e.g. corresponding to a
DTD of an XML document.

5 Conclusion

In this paper we have argued that one way to facilitate effective business-to-business
electronic commerce for small and medium-sized enterprises is to provide a brokering
service that is tailored to the needs of SMEs. While many of the larger companies use
EDIFACT for their electronic business exchanges, SMEs have to be more flexible and
demand less rigid systems that match their business situations and support the whole EC
process, i.e. providing intelligent search mechanisms for locating new business partners,
supporting electronic negotiation via structured message exchanges, and coordinating
the fulfilment of the contract.

Our approach is based on a semantically rich business data repository. The reposi-
tory manages the data of the modules by using an extensible object-oriented data model.
Thus, the repository serves as a technical mediator between the modules of the EC bro-
ker system. It can be helpful for SMEs engaging in BtB EC to be able to access data

450 C. Quix and M. Schoop



from other sources such as product catalogues and company profiles. Therefore, the
repository must integrate heterogeneous data from external sources and store the data
in a coherent data model whilst retaining the data ownership.

Future work will concentrate on the refinement of data structures for company and
product profiles to handle multilinguality and more complex ontologies. The concept of
business data spaces will be enhanced to improve the management of access rights and
data ownership. Furthermore, we will refine the data structures for tool integration with
the negotiation process and the fulfilment phase. These data structures will be used to
trace and monitor a business transaction. We will continue to work in close cooperation
with several SMEs to provide effective support of BtB EC tailored to the real needs of
SMEs.
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Abstract. Most discussion on the current hot topic of e-commerce focuses
either on the relationship between the customer and the supplier or on the
security of these interactions. This paper presents business-to-business e-
commerce as collaborations between parties, in the form of virtual enterprises.
The paper presents a review of business-to-business technology issues.

1 Introduction

Modern business practices are undergoing a dramatic shift. Business imperatives such
as accelerating product cycles and improved product targeting imply that both
fundamental (long-term) and market-driven (short-term) collaborations are critical to
a business’ continued competitiveness. Moreover, downsizing and narrow niche
markets suggest that collaboration has great potential for reducing costs and fostering
interoperability of products and services within the global marketplace.

Although the Internet, and e-commerce in particular, promise to enhance the way we
do business their most significant contribution to date has been in the one-to-one
direct selling domain. However, e-commerce is much more than just direct sales. It is
about harnessing technology to support every aspect of business. An area of particular
interest is how supply chains, or business-to-business relationships, can be improved
through the use of the Internet. Particularly, Internet technology promises to make the
process of building such supply chains faster, more open and more profitable. A
number of problems manifest themselves immediately when considering how to
implement such supply chains over the Internet to realise these promises.  The
location of potential collaboration partners is complicated, as is the logistics of
agreeing a suitable collaborative contract. Once formed, large project consortia, and
those with highly dynamic populations, are notoriously hard to administer and
control. Finally there are important legal and commercial issues in the accessibility of
information between partners, both during the project and (equally importantly) when
it has been formally completed

The rest of this paper is organised as follows. Section 2 provides a concise definition
and an overview of business-to-business e-commerce realised as virtual
enterprises(VE). Section 3 outlines some of the characteristics of a typical VE, section
4 discusses two VE life-cycle models. Section 5 discusses the issues and problems of
VEbusiness processes. Section 6 discusses some work related to virtual enterprises.
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2 Virtual Enterprise Overview

Ouzounis et al [9] define a virtual enterprise to be a set of legally independent
performers of varying types who voluntarily co-operate to seize a market opportunity.
They are represented by at least one partner to the external world and they agree to
produce a common output, e.g. a product or service, based on a common
understanding of their business rules and business processes. To achieve this, they
should share their resources, core competencies, skills and know how in order to
become quicker, flexible and more global.

According to Fischer [3], the term virtual enterprise is generally attributed to
Mowshowitz [7,8], who established a parallel between it and the term virtual memory
as it is used in information technology. It derives from the early days of computing
when the term described a way of making a computer act as if it had more storage
capacity that it really possessed. The term virtual was used for the first time to
describe a business organisation by Jan Hopland of Digital Equipment Corp. (DEC)
some ten years ago, where he was responsible for plotting strategy for DEC’s
information technology business.  Hopland, who is often credited with coining the
phrase virtual enterprise, had been inspired to use the adjective ’virtual’ by the world
of information technology. His use of the term virtual corporation describes an
enterprise that could marshal more resources to bear on any given situation than are
currently available by collaboration, not growth or expansion.

Virtuality is achieved through co-operation of independent enterprises, which together
realise the complete field of goods and services. Each enterprise realises in this
connection only one special part of the value chain. However, this is no regular co-
operation. Partners in a virtual corporation bring in their critical, core competencies.
Thus, a virtual organisation is ideally a combination of best-of-class (complementary)
core competencies. This co-operation - bringing together suppliers, producers and
developers with their customers - renders the virtual organisation practically merged
with the environment. This removes all kinds of boundaries between the organisation
and the environment and thus leads to its overall unbounded character.

3 Virtual Enterprise Characteristics

For an organisation to be referred to as virtual, it needs to base its co-operation or
rather sheer existence on the use and application of information technology (IT).
Hence, the use of IT is a constitutive feature of the virtual organisation. This allows it
to be differentiated from other types of networked organisations - The virtual
organisation is a network organisation but, in addition to implementing various forms
of co-operation, it makes a heavy and critical use of information technology. Hence,
IT emerges as the primary integrator of the virtual corporation. Information
technology transcending organisational boundaries spans companies together into an
agile and re-configurable network of high efficiency and adaptability. Only recent
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developments in network computing and the Internet have made a truly global and
efficient virtual organisation a viable idea.

The two main reasons for organising activities in the form of a virtual enterprise may
be described as:

� an increasing need for flexibility, in addition to which the necessary core
competencies can only be obtained on collaborating with external partners

� the need for efficiency by sharing resources with other partners

Virtual enterprises can be catagorised into two separate types, stable or dynamic. In a
stable virtual enterprise, collaboration has a more stable character. Usually, there is
one organisation that is the core partner and that lays down the rules for collaboration.
Dynamic virtual enterprises on the other hand, embark on a common action the
moment the customer approaches them with an order or a problem. Here, temporary
collaboration relations are involved with shared leadership.

The virtual corporation is not just a collection of partners, but a collaborative
structure, and this amplifies its apparent lack of boundedness. This is because co-
operation ties the collaborators together to such an extent that they are practically
merged into one, though re-configurable, structure. Since each constituent realises
only a special fraction of the value chain, on their own, constitutive parts are nothing.
The whole situation is further amplified by the fact that virtual partners share their
resources, infrastructure, personnel, research, information and knowledge.

Virtual organisations have two key structural characteristics: interdependence
between the constituent operations, and distribution of responsibility between
constituent operations. They are globally distributed, and exploit information and
communication technologies to support their operation. Information systems allow
virtual organisations to monitor feedback and refine their configurations, allowing
them to constantly evolve [1].

Appel [1], states that there are five key types of virtual organisation:

1. alliances of organisations
2. alliances of individuals
3. established decentralised companies
4. central companies seeking to adapt
5. single organisations

Virtual organisations have at least one of the following four characteristics:
geographic separation, functional specialisation with separate reporting hierarchies,
transitory membership driven by evolving needs over time, and separation of
production across different time dimensions [1].

The virtual organisation does not need to be any more temporary than other
conventional organisations. It appears that what makes virtual organisations dissimilar
from “regular” companies is not that they are temporary, but  what rather counts is
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their strong re-configurability, continuous reconstruction and design aspect, as well as
element substitutability. A virtual organisation can mutate so much that it is beyond
recognition, but it is still a virtual corporation, albeit completely transformed. Thus
virtual corporations have continuence and longevity beyond a single project and this
is what differentiates them, among other things, from project organisations. At the
same time, virtual organisations have a different life cycle from conventional
companies. The virtual organisation actively pursues opportunities and undertakes
new projects. In the course of those activities, it often modifies its partners, co-
operative arrangements and the available resources. This process seems endless rather
than a one-off occasion like in the case of a project-driven setup.

However, it must be noted that virtual organisation literature leaves the impression
that they are only business, profit-driven types of organisation. This impression is
further amplified by the use of the words, corporation or enterprise, and not
organisation. While it is probably true that the bulk of writing about the virtual
organisation is devoted to money-making virtual ventures, virtual organisations
operate with a great deal of success also in not-for-profit areas. The Open University
in the UK is an example of this, which is for its students, only a conceptual space, not
a physical one.

Research suggests [10] that virtual organisations need to be tackled from four key
aspects: connectivity, purpose, technology and boundary.

Connectivity - the creation of unity or linkage through structural change, breaking of
constraints or overcoming of previously existing barriers. Many virtual organisations
break distance barriers. Another barrier to be broken is legal separation, i.e. separate
legal entities operating as if they were a single legal unit (the virtual corporation).
Another form of connectivity is the creation of unity between different parties with
significantly different goals, e.g. two or more ’players’ in a competitive situation who
decide to set aside their win/lose conflict in order to fend off another party.
Connectivity needs to be examined both in terms of selectivity (how important the
connectivity is for success) and in terms of difficulty (how difficult it is to achieve).
Selectivity will foster a virtual organisation; difficulty will hinder it.

Purpose - the objective that provides the incentive for creating the new organisation
and which servers as the cohesive force to hold the virtual organisation components at
least temporarily together. Purpose addresses the issue of value of the virtual
organisation. It answers the question of what benefits are to be derived from the
virtual organisation arrangement. Purpose is the basic drive for virtual organisation
creation. The stronger the purpose (higher value) and the more selective the
arrangement (only the virtual organisation form will achieve it), the more stable the
virtual arrangement will be.

Technology - the enabling factor that allows the breakthrough and makes the virtual
form possible.

Boundary - the separation of those who are part of the virtual organisation and those
who are not, in the absence of any clearly visible physical border lines. It defines who
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can share its activities and who receives benefits. As traditional physical boundaries
become meaningless for virtual organisations, new and less physical, yet similarly
effective, boundaries have to be created to separate those who are part of the virtual
organisation from those who are not. Only in this way can it be ensured that outsiders
cannot tamper with the organisation or derive benefits from it that they are not
entitled to. With the advancement of computer and telecommunication technologies,
boundaries of virtual organisations have become stronger and, at the same time, less
visible. The invisibility of a virtual organisation would be one of the important
indicators to measure the virtuality of the organisation. The more invisible the
boundary is, the more virtual the organisation will be. Less visible boundaries may
result in more inviting business posture for organisations.

Taken together, the four key characteristics give guidance for the assessment of
virtual organisation stability and for the design of new virtual organisations.

A key question is when should companies organise for innovation by using virtual
approaches, and when should they rely on internal organisation? The approach
depends on the innovation in question. Some innovations are autonomous - that is,
they can be pursued independently from other innovations. In contrast, some
innovations are fundamentally systemic - that is, their benefits can be realised only in
conjunction with related, complementary innovations. The distinction between
autonomous and systemic innovation is fundamental to the choice of organisational
design. When innovation is autonomous, the decentralised virtual organisation can
manage the development and commercialisation tasks quite well. When innovation is
systemic, members of the virtual organisation are dependent on the other members,
over whom they have no control.

The virtual companies that have demonstrated staying power are all at the centre of a
network that they use to leverage their own capabilities. Few virtual companies that
have survived and prospered have outsourced everything. Rather, the virtuous virtuals
have carefully nurtured and guarded the internal capabilities that provide the essential
underpinnings of competitive advantage. And they invest considerable resources to
maintain and extend their core competencies internally. The very reliance of virtual
companies on partners, suppliers, and other outside companies exposes them to
strategic hazards.

Many companies with superior capabilities have prospered as the dominant player in
a network. Companies that are much larger that their suppliers, can compel those
suppliers to make radical changes to their business practices. In a more egalitarian
network, suppliers can demand a large share of the economic benefit of innovations,
using what economists call hold-up strategies. Strong players are rarely vulnerable to
such tactics and are thus in a better position to drive and co-ordinate systemic
innovation. The most successful virtual companies sit at the centre of networks that
are far from egalitarian.

The leader of a virtual enterprise is an individual, or a small group, with a will to
accomplish something. Consciously or intuitively, the leader creates a strategic map
showing how a new business arrangement will be put together in a virtual
organisation. The leader also has a conception of the core competence of his own unit.



Next Generation Business-to-Business E-Commerce 457

This competence is later supplemented by the contributions of the partners and
partner enterprises co-operating in the arrangement. The leader’s unit is called the
leader enterprise. One or more partners or partner enterprises are added, which are
managed and held together by the leader enterprise [6].

The virtual organisation is held together primarily by cohesive forces other than those
used for conventional companies, such as capital, laws and contracts, customs, and
tradition. Trust is probably the most important ingredient in the "organisational glue"
that keeps the virtual organisation from coming apart. Synergies constitute an
important class of cohesive forces. Synergies may relate to the customer base, market
communication, the delivery system, the production system, purchasing, or input
goods. Another major category of cohesive forces is in information technology. IT
can make co-ordination possible over an area that otherwise would be too large from
an economic or practical standpoint.

4 Virtual Enterprise Life-Cycle

This section provides an overview of two life-cycle models for virtual enterprises.
The life-cycle model is key to determining the services that are required to allow
collaboration between parties in a virtual enterprise. There are technology challenges
at each stage of the life-cycle and also in the transitions between the stages.

Van Wijk et al [11] propose a virtual enterprise life cycle model consisting of seven
stages, as follows:

1) Modification of strategy: As a result of several trends and developments or as a
continuing process, a company may decide to think about repositioning its strategy.
This strategy may consist of many different topics, like the position of the company
versus its competitors, its own human resources, product development, ICT support of
the organisation in the market. Depending on the situation of the company, the focus
will be on one or more of these topics.

2) Co-operation strategy: By a number of causes, for example forced by increased
competition, a focus on core competition or the willingness to expand on new
markets, the repositioning of the strategy may result in a stronger focus on co-
operation.

3) Weigh co-operation alternatives: Several forms of co-operation are possible, all
different in flexibility, stability and juridical aspects. There is a range of co-operation
forms to meet with the specific demands and strategy of an organisation, from
discrete transactions to acquisition. One of them is the virtual organisation.

4) Selection of partners: Once a company has decided to focus on co-operation in a
virtual organisation form, one has to select partners, or make sure to be selected by
other companies.
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5) Design and integration: The virtual organisation, consisting of the selected
partners, must integrate to a certain extent to be able to work together effectively
towards the goals. Choices in the design of the virtual enterprise have to be made.

6) Management: During the functioning of the virtual enterprise, whether it is a
virtual enterprise with or without a core partner, the tuning and co-operation between
the partners has to be co-ordinated in a certain way.

7) Dissolution and evaluation: When the goals are reached, the virtual enterprise can
be dissolved and evaluated. The partners can evaluate themselves as partners in the
virtual enterprise and adjust the impression that they have of the network partners.

Ouzounis et al [9] present an alternative life-cycle model, consisting of just three
phases:

Built In Phase: During which members of the virtual enterprise are establishing,
integrating and configuring the linkage between them. This phase includes:
� Initial negotiations between organisations to agree on a specific set of business

processes, as well as on a set of business process interfaces provided by one
member to another under certain terms and conditions involving security, control
and management, reliability and fault tolerance.

� Specification, and creation of electronic contracts that specify all the available
services and conditions of service provision process between members

� Modification of access rights to allow restricted and secure access to services and
business processes based on the electronic contracts developed.

� Configuration and customisation of access control, authentication and authorisation
systems for the secure provisioning of business processes, and services to the
virtual enterprise members according to electronic contracts.

� Business processes re-engineering of current business processes so as to be
adopted to the new business model. Business process re-engineering is achieved by
re-using and extending business components. In that way, business processes can
span different business domains. This phase includes modelling, simulation, and
performance evaluation.

� Testing and performance analysis of the new developed processes to remove
bottlenecks and de-efficiencies

Execute/Manage Phase: During which the provided services can be accessed and
invoked in a secure and modest way. This phase includes the:
� Invocation of business processes transparently by each member of the virtual

enterprise according to the contracts established in the first phase.
� Management and control of invoked business processes during real time operation

so as to increase reliability and fault tolerance and identify bottlenecks.
� Business event management and performance evaluation of business processes.
� The possible change/alteration of internal implementations of business processes

and services without changing the provided interfaces so as interoperability can be
preserved
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� The insurance that the provided business process semantics remains constant
throughout the whole virtual enterprise life-cycle

Terminate Phase: During which the virtual enterprise members may alter the access
rights, interfaces and implementations of the provided services and business
processes.

5 Supply Chain Management

Supply chain management is the operations system of the virtual corporation. It is
concerned with the management and control of the flow of materials and information
across separate entities forming the supply chain. Supply chain management is the
integration of business processes from end users through original suppliers that
provides products, services and information that add value for customers. The supply
chain is a network of organisations that are involved, through upstream and
downstream linkages, in the different processes and activities that produce value in
the form of products and services in the hand of the ultimate consumer. To implement
supply chain management, some level of co-ordination across organisational
boundaries is needed. This includes integration of processes and functions within
organisations and across the supply chain.

A virtual web is an open-ended collection of pre-qualified partners that agree to form
a pool of potential members of virtual corporations. An effective web must have a
way of identifying the evolving core competencies of its members as well as of its
changing membership. The way a web identifies and qualifies opportunities for a
virtual corporation instance is critical to its success. Webs may use central or
distributed marketing capabilities, but when a market opportunity is identified, the
mechanism for choosing partners must be clearly established. Regardless of the
amount of structure used in creating a web, the key goal is to permit a virtual
corporation to be formed very quickly.

The main emphasis of a virtual corporation is to produce a competitive output as fast
as possible. Therefore it is essential that the logistics management systems of the
partnering companies are compatible. This includes, in particular, the linkage of
computer systems such as order entry, capacity resource planning, master production
planning, material resource planning, inventory and distribution resource planning
systems. This information sharing is important for reliable deliveries for just-in-time
manufacturing within the supply chain. Semich states that information sharing
replaces inventory in the virtual corporation. Joint planning reduces the risk of waste
and facilitates the synchronised production.

The virtual web is a vehicle to facilitate and accelerate the formation of virtual
corporations. One key issue of the virtual web is the design of the supply chain. It is
essential for the success of a virtual corporation that the leader (or broker) has chosen
the right combination of companies with complementary core competencies,
sufficient capacity and compatible business processes to create a competitive supply
chain. It is necessary that a virtual web has a broker who identifies market
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opportunities, administrates core competencies of member companies and designs the
supply chain. Furthermore, the virtual corporation needs a leader, whether it is a
leading company or the broker itself, to manage the integrated planning, scheduling,
administration and controlling of the supply chain.

6 Virtual Enterprise Business Processes

A business process is a set of one or more linked procedures that collectively realise a
business objective or policy goal, normally within the context of an organisational
structure.

In a virtual enterprise, the co-operating units mainly contribute their core
competencies. The independent units contribute partial business processes which are
combined together to form the global business process describing the virtual
enterprise. Because in a virtual enterprise individual enterprises fulfil only parts of the
value chain to produce the product, the main problem in assembling a virtual
enterprise is the mapping of the partial processes to the individual enterprises. It can
be divided into two phases: In the first phase, a suitable business process partitioning
is worked out. In the second phase, the process chain of the virtual enterprise is
assembled and instantiated.

The problem in the first phase is at what positions of the value chain is such a
partitioning sensible. A solution to this problem, proposed by Fischer et al. is
facilitated by a uniform description formalism for partial processes.

In the second phase, the partners for the virtual enterprise are selected. It can be
divided into four sub-phases:

� Identification of potential partners
� Generation of alternative mappings from partners to partial processes
� Evaluation of the strategic interest and risk, respectively
� Finalisation of partners and mapping to partial processes

Ouzounis et al. [9] present an interoperable distributed business domain architecture
than enables the integration, automation and management of business processes
located in different business domain boundaries. This architecture provides a platform
on which applications, business processes, and service components can be integrated
and managed. It is composed of the following layers:

� Secure interoperable infrastructure: provides the environment for accessing
services, invoke them, make transactions, perform business critical tasks across the
net in an interoperable, modular, and extensible way.

� Enterprise wide infrastructure: Provides the interoperable environment and
framework required in supporting business processes and business objects. It
provides the interfaces and protocols for the application components to collaborate
and the support mechanism for plug and play application component integration.
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� Common business objects: Provide the basic common operations that can be used
by specialised business processes and needs. These objects can support different
administrative domains and business departments, like sales, production, electronic
commerce, financial.

� Electronic commerce business processes: Support and provide primary electronic
commerce business processes such as ordering, contracting, payment, negotiation,
order tracking, between the different parties.

� Electronic commerce applications and VE support environment: These are front-
end enterprise-wide applications that provide the ability to various parties to co-
operate and effectively perform business electronically within a secure service
provisioning and management framework.

� Service provisioning and management framework: Provides the appropriate
services for secure access to services, dynamic service execution and service
management, accounting, trouble ticketing, performance control and configuration.

Ouzounis et al. also propose a set of virtual enterprise enabling services which
support the integration, sharing and management of business processes in virtual
enterprises. The functional behaviour and the services that they provide are:

� Access control: Ensures the authorised access to services. It is a general purpose
authentication and authorisation mechanism to increase security levels during
service invocation and event notifications.

� VE contract manager: Manages all VE member contracts. A VE member contract
specifies all the agreed services that this member will provide to other members.

� Business process directory: Maintains information about existing business
processes registered in this business domain.

� Business process broker/trader: Manages all the service invocation requests issued
by other business domains.

� Event manager: Manages all the incoming events and notifies business processes
that register for them. Also manages registration and de-registration of specific
events. The event manager works locally in a single business domain, and serves
event management operations related only to this domain.

� Business processes: Are the basic functional components that provide specialised
business logic functions. Every business component provides a well defined
interface which is stored in the business process manager.

7 Related Work

This section provides an overview to some areas that are related to virtual enterprises.

7.1 The Industrial Virtual Enterprise

An industrial virtual enterprise is a temporary consortium of independent member
companies coming together to quickly exploit fast-changing world-wide product
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manufacturing opportunities [5]. Industrial virtual enterprises assemble themselves
based on cost-effectiveness and product uniqueness without regard for organisation
sizes, geographic locations, computing environments, technologies deployed, or
process implemented. The National Industrial Information Infrastructure Protocols
(NIIIP) Consortium, formed in 1994, is a team of organisations co-operating with the
U.S. government to develop open industry software protocols allowing manufacturers
and their suppliers to interoperate as if they were part of the same enterprise, even
though many of their interactions are unscheduled and occur between both
sophisticated and relatively unsophisticated users with a range of computer systems,
operating environments, and business processes.

NIIIP will allow systems from various manufacturers to be linked, so several
companies and their suppliers can work as a single, integrated virtual enterprise to
address a business opportunity. Much of the NIIIP work involves consolidating and
"harmonising" numerous existing protocols. The protocols are being designed to give
the systems used by and industrial virtual enterprise the following characteristics:

� Non-interference: The new protocols should not preclude running existing
applications with current data

� Availability: Each member of an industrial virtual enterprise should be able to
share product data with the other members.

� Open access: The equipment and applications members bring to a virtual enterprise
can vary widely. The entry cost should be small, but more sophisticated members
should be able to gain the advantage of working with larger machines and
applications.

� Load balancing: An industrial virtual enterprise data server would be overwhelmed
if asked to run a large number of challenging applications for a large number of
clients.

� Controlled publication: Each member must be able to control the parts of its
product database that are added to the industrial virtual enterprise product database

� Seamless integration: The boundaries between data contributed by the various
members should be seamless for applications processing it.

� No replication: The members should not be required to place copies of their data in
servers they do not control.

7.2. Modelling a Virtual Enterprise

A key area in virtual enterprises is the need to understand and support the structured,
competitive or even adversarial interactions that are characteristic to commerce, trade
and inter-organisational interaction - interactions that are governed by well-formed
rules of engagement and enforcement [12].

Wood and Milosevic [12] believe that some advanced object-based concepts can be
added to traditional object modelling methodologies to assist in the rigorous
specification and construction of virtual enterprises. These concepts can be used to
describe the dynamic and normative aspects of virtual enterprises.
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Object modelling is primarily concerned with the information and computational
aspects of a system. Is it possible to describe a virtual enterprise in terms of classes of
objects and interactions between objects, but this is not intuitive, and furthermore,
does not capture some of the significant aspects of virtual enterprises. These include -
the specification of the policies that govern the behaviour of enterprise objects, the
goal seeking behaviour that enterprise objects display, the notion of trust that is often
implicit between enterprise objects, and the reality that a virtual enterprise can be
considered to exist if it is only partially instantiated at a given point in time.

Role is a modelling concept that describes behaviours. As a modelling concept, it is
removed from the computational definition of objects that will implement these
behaviours. It is sufficiently general to specify the behaviour of entities, which can be
with IT system components or people.

Wood and Milosevic propose the RM-ODP Enterprise Viewpoint [13] as presenting a
basic framework for expressing many of these concepts. The enterprise viewpoint
specification focuses on the purpose, scope and policies for that system. The
enterprise language introduces concepts and terminology necessary to represent both
the functional and non-functional behaviour expected of an ODP system by other
entities within the enterprise. Community is a key enterprise concept, which is
defined as a configuration of objects formed to meet an objective. The objective is the
purpose of the configuration, expressed as a contract that specifies how the objective
can be met. A contract specifies an agreement governing part of the collective
behaviour of a set of objects. A contract specifies obligations, permissions and
prohibitions for the objects involved. A contract specification may also include the
specification of different roles engaged in the contract, the interfaces associated with
the roles, quality of service attributes, indications of periods of validity and behaviour
that invalidates the contract.

7.3 Intelligent Agents and the Virtual Enterprise

Agents are autonomous or semi-autonomous hardware or software systems that
perform tasks in complex, dynamically changing environments [3]. Autonomy means
the ability to make decisions based on an internal representation of the world, without
being controlled by a central instance. Agents communicate with their environment
and effect changes in their environment by performing actions. A multiagent system
(MAS) consists of a group of agents that can take specific roles within the
organisational structure. The step from isolated single-agent scenarios to open multi-
agent systems offers the new quality of emergent behaviour: the group of agents is
more than the sum of the capabilities of its members. In order to cope with basic
tasks, agents need basic capabilities such as reactivity, deliberation, efficiency, the
ability to interact with other agents, and adaptability.

Fischer et al. [3] describe intelligent agent support in setting up a virtual enterprise.
The assembly of a virtual enterprise is carried out in two phases. The first phase
consists of the definition of the product and the partial processes, while in the second
phase, partners are selected and mapped to partial processes. The formation of a
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virtual enterprise may be considered as a multi-agent decision process. The solution to
which is carried out in four steps:

1. Goal specification: description of the global process to be delivered by the virtual
enterprise. Intelligent agents can assist a human product manager in the design of
the goal specification.

2. Decomposition: mapping of the goal specification into partial processes.
3. Allocation: selection of potential partners and mapping of partners to the partial

processes identified in the decomposition step. This involves three subsequent
activities:
� Selection of potential partners
� Distribution of the partial processes to potential partners
� Selection of partners to perform the individual processes

Syntheses: definition of the global processes by the composition of the partial
processes instantiated in the allocation step. A major practical problem in this context
is that the partial processes to be connected may run in different geographical and
organisational environments at different enterprises within the virtual enterprise.
Thus, connecting two partial processes Pi and Qj performed by enterprises i and j,
respectively to a global process P = f(Pi,Qj) in general cannot be obtained by simple
composition of the form P = Qj • Pi. Rather, it is a complex business process re-
engineering task, as both processes need to be modified to fit together smoothly.

8 Discussion

In this paper we have reviewed how a virtual enterprise, which may be defined as an
association constructed from both administratively and geographically distributed
business units or organisations, may be considered to be the essence of a business-to-
business relationship. A virtual enterprise may be considered to be either stable or
dynamic, depending on its lifespan and collaborative structure. When examining
virtual enterprises, four key aspects must be considered, namely: connectivity,
purpose, technology, and boundary. It is these four characteristics taken together
provide a guide as to the stability and the life-cycle of the virtual organisation. These
fundamental characteristics of the virtual enterprise show how they mirror business-
to-business e-commerce as it exists today. However, from another perspective, virtual
enterprises can be seen as fundamentally different from existing business-to-business
e-commerce systems, as it revolves around collaboration between parties rather than
just transaction-based interaction. The parties in a virtual enterprise interact in a
closely coupled, but well-defined, way. It is this close coupling and collaboration
which will provide new business opportunities and ways of operating on the Internet
to businesses.

However it raises some deeper questions about trust management and contract
obligation. Now that companies can collaborate on the Internet how can we ensure
they are who they say they are? How can we force them to meet their obligations
through contracting? How do we audit the overall process and how do we manage the
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ownership of product data and data after the lifetime of the collaboration. A hint to
the answer for the more tangible problems lies in the encapsulation of services
provided by participants in the virtual enterprise as a software interface that can be
(although not easily) rigorously specified and verified and hence can be expressed as
a machine readable and auditable contract. The intangibles, such as building trust
relationships, are harder to fathom and will probably be solved by brokers who vouch
for the track record of a company.
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Abstract. With Mobile e-commerce the mobile user can buy and pay for
things, pay his bill or make a bet via his mobile phone when on the move,
anywhere and at any time. Mobile e-commerce will bring convenience and
contribute to improve life quality of the users. However, in order to be suc-
cessful, security measures must be strong enough to protect the user from ille-
gal abuses and to get confidence from him. Unfortunately, current security
measures for mobile phones are not yet sufficient. This paper describes the
R&D activities in mobile e-commerce at Ericsson, which aim at making mo-
bile e-commerce applications secure and enabling a full-scale development
and deployment of them. The paper starts with a definition of mobile e-
commerce. Next are a summary of the Wireless Application Protocol (WAP)
and its achievements. The problems related to security in mobile e-commerce
are then described. Thereafter, the solution to the problems is presented. The
paper concludes with a look on the future and discussions on what can be
done.

1 Introduction

The convergence of mobile communications network and Internet has paved the way
for a range of brand-new applications called wireless Internet applications. Which
one of them will be the killer application is still unclear. However, there is one type
of wireless Internet applications that are getting more and more popular and may
even surpass their counterpart in the fixed Internet. They are called mobile electronic
commerce applications. They enable the user to buy small things such as soft drinks,
cinema tickets, train tickets, etc. or to pay his bills via mobile devices, i.e. mobile
phones, PDAs (Personal Data Assistant), palmtops, etc. In a time when people are
much on the move and focus is on life quality improvement, mobile e-commerce
applications will bring both convenience and save a lot of time for the mobile user.
However, in order to be successful, security measures must be strong enough to pro-
tect the user from illegal abuses and to get confidence from him. Unfortunately,
current security measures for mobile phones are not sufficient. This paper describes
the R&D activities in mobile e-commerce at Ericsson, which aim at making mobile
e-commerce applications secure and enabling a full-scale development and deploy-
ment of them. The paper starts with a presentation of mobile e-commerce. Next are a
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summary of the Wireless Application Protocol (WAP) and its achievements. The
problems related to security in mobile e-commerce are then described. Thereafter,
the solutions to the problems are presented. The paper concludes with a look on the
future and discussions on what can be done.

2 What is mobile e-commerce?

Mobile e-commerce is e-commerce brought to mobile users via mobile devices such
as palmtops, PDAs or most dominantly mobile phones. With an ever-increasing
number of devices in the market, mobile phones will undoubtedly play a crucial role
in promoting mobile e-commerce. Mobile e-commerce allows users to conduct e-
commerce on their mobile devices: obtain marketing and sales information, receive
ordering information, make a purchase decision, pay for it, obtain the service or
product and finally, receive customer support required.

Mobile e-commerce is more than a mobile and wireless extension of the Web-
based e-commerce. It is an entirely new sales and promotion channel, and is the
enabler for a whole range of new services such as buy a Coke, pay for parking, buy
train ticket, etc. via mobile phone. Most importantly it is tailored to the users in
many aspects. It follows the user and is available anytime and anywhere. Although
mobility is a valuable characteristic to the user in general, it is especially precious for
e-commerce because it enables a key factor, which is missing in other e-commerce
forms, namely the ability to adapt to the user, his humor and his demands. In fact,
the essence of commerce is to be able to satisfy the demands of the users. It is im-
portant not only to be able to offer whatever the user wants but also whenever he
wants. Mobile e-commerce can also be customised such it fits the preferences of the
user in combination with time and location.

Another important aspect of mobile e-commerce is the ability to mix electronic
media with other media such as newspaper, TV, radio, natural communication in
any of the commerce phases i.e. presentation, selection, ordering, payment, delivery
and customer care. For example, the mobile user can browse on his mobile phone
and obtain the location of the closest shop. He goes there and buys a Coke. In this
case, the presentation and selection are done electronically via the mobile phone
while the rest is done in a traditional way via natural communication. In another
situation, the user buys groceries and pays via his mobile phone. The presentation,
selection, ordering, delivery and customer care phases are carried out in traditional
way and only the payment phase is done electronically.

3 Mobile e-commerce and WAP

The Wireless Application Protocol (WAP) promoted by the Wap forum enables the
access to the Internet for mobile devices. Taken into account the limited bandwidth
of the wireless link, the limitation of mobile devices concerning processing, storage,
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battery life, size and weight, WAP is optimised for the wireless environment. The
architecture of WAP is shown in Figure 1.
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WTP

HTTP

Figure 1 The WAP architecture

Of course, WAP will contribute to the success of mobile e-commerce but it is worth
noting that mobile e-commerce exists also without WAP. For example, the first mo-
bile e-commerce application in Norway, "The cinema ticket" that was jointly devel-
oped by Ericsson and Telenor Mobile is not based on WAP. It is based on SIM appli-
cation toolkit where the commerce application is implemented on the SIM (Sub-
scriber Identity Module) of the mobile phone. In the future, mobile e-commerce can
be extended further through the adoption of newer technology such as Bluetooth,
which allows local communications between devices without the need of an on-line
connection with the network.

4 Security requirements in e-commerce

In e-commerce where the consumer and the merchant communicate indirectly via
software entities and the Internet, trust must be somehow established between the
two parties. In order to achieve trust the following security functions must be per-
formed:

- Authentication: Each party needs to be able to authenticate its counterpart, i.e.
to make sure that the counterpart is the one he claimed to be.
- Integrity: Each party needs to make sure that the received messages are not al-
tered or fabricated by other than their counterpart.
- Confidentiality: Each party wants to keep the content of their communication
secret.
- Message authentication: Each party wants to make sure that the received mes-
sages do really come from his counterpart.
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- Non-repudiation: Each party wants to prevent that the counterpart later on de-
nies the agreements that he has approved earlier.

Usually, the two parties do not and must neither know each other in order to do
trading. In such a case, the asymmetric cryptographic algorithm, also called the
Public key algorithm is more appropriate than the symmetric cryptographic algo-
rithm.

Briefly, the public key algorithm uses a key pair, one private and one public for
encryption and decryption. What encrypted by one key can only be decrypted by the
corresponding one. It should also be practically impossible to derive one key from
the other one. Confidentiality and integrity are prevailed when the sending party
encrypts the message with the recipient's public key since only the later has the cor-
responding private key to decrypt the message. Authentication and non-repudiation
are achieved when the sender encrypts the message or part of it with his private key.
The receiver decrypts the message with the sender's public key and can be sure that it
comes from the sender because only he is the only to have the private key. This later
encryption scheme is known as digital signature, which usually consists also of a
message digest (hash function) to reduce the size of the message to be encrypted and
to optimize the signing process. There are currently several public key algorithms
such as RSA [1], Elliptic curves.

The issue now is to be certain who owns what key pair. A certificate issued by a
trusted authority also called Certificate Authority (CA) attests that a public key be-
longs to an entity or individual with a certain name and attributes. Both certificates
and keys need to be managed, i.e. generated, revoked, updated, recovered, etc. and a
Public Key Infrastructure (PKI) is necessary for that.

5 Commerce for the mobile user

5.1 Ideal mobile e-commerce system

At first glance, mobile e-commerce may appear to be identical to "fixed" e-commerce
extended with mobile wireless access and the solutions used in Web commerce, e.g.
Web shopping, Web banking can be applied directly to mobile e-commerce. How-
ever, mobile e-commerce differs to "fixed" e-commerce in the following respects:

Instantaneous delivery: The mobile user is of course interested in having service
like web shopping where the delivery of non-electronic goods is carried out later.
But, in addition he may want to have the goods delivered to him immediately or in a
short delay. For example, after paying for a Coke via his mobile phone he expects the
can to run out from the Coke automate. When paying for a cinema ticket he expects
to be able to collect the ticket within the same day. It is therefore necessary to have
user authentication and also receipt delivery.
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Micro payment: For mobile users it is also to be able to buy small things and to
pay small amount of money. The fees for such payments must be small compared to
the payments.

Mobile context: The mobile user in many situations must be able to operate the
services with only one hand. The user may be in environments that are distracting,
e.g. crowded, noisy and interactions with the e-commerce services must both simple
and small in numbers. The payment scheme of Web shopping described earlier
where the user has to enter his personal data and his credit card number is hence not
appropriate for the mobile user. A user-friendly payment scheme is required.

An ideal mobile e-commerce as shown in Figure 2 should support the following
features:

- user authentication
- merchant authentication
- secure channel i.e., encrypted channel
- user friendly payment scheme supporting micro payment
- receipt delivery
- simple user interface
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Figure 2 An ideal mobile e-commerce system
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5.2 Limitations of the mobile phones

An ideal e-commerce system puts severe requirements that are difficult to be met by
the mobile phone itself as follows:
- It must also be equipped with a browser that has interface to the cryptographic

functions.
- It must be capable of digitally signing a message using the user private key in

order to participate to the user authentication. For that, it must have public key
cryptographic functions such as RSA. It must have a tamper-proof storage for
storing the user's private key. It must also have enough storage for the user's
certificate.

- It must be capable of authenticating the merchant. For that, it needs to have
enough storage for root certificates. It must have public key cryptographic func-
tions.

- It must also have symmetric cryptographic functions for the establishment of the
secure channel between the mobile phone and the merchant' server.

Let us consider successively different type of mobile phones and see what capabilities
they have and how to enable them to participate in mobile e-commerce.

Standard GSM phones
A GSM (Global System for Mobile communication) phone [4] [5] comprises of:
- An ME (Mobile Equipment) which is actually the "empty" phone with the

display, keypad, microphone, speaker.
- And a SIM (Subscriber Identity Module) which is a removable smart card.

The SIM contains the International Subscriber Identity (IMSI) which unam-
biguously identifies the subscriber. Without a valid IMSI, GSM service is not
accessible. The SIM contains also the security features for subscriber authen-
tication such as authentication algorithm (A3), subscriber authentication key
(Ki), cipher key generation algorithm (A8), cipher key (Kc)

The ME is the master and initiates commands to the SIM and there is no mechanism
for the SIM to initiate a communication with the ME. A standard GSM phone does
not meet nay of the requirements mentioned above and is not capable to engage in
mobile e-commerce.

GSM SAT enabled phones
The SIM Application Toolkit (SAT) provides mechanisms, which allows appli-

cations, existing in the SIM, to interact and operate with any ME supporting the
specific mechanisms required by the application. A browser, the public key crypto-
graphic functions and a user private key can be installed in the SIM. However, the
SIM does not have enough storage capacity for all the certificates needed and is
hence not capable of generating complete digital signature. In addition, in order to
communicate with merchant's web server, the SAT phone needs assistance from an
intermediary server that has similar functionality as the WAP gateway. We will not
consider pure SAT phones since more powerful WAP phones have emerged.
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WAP phones
The WAP phone is a mobile phone that has a WML browser and a WAP protocol

stack on the ME. It is hence capable of communicating with any Web servers via the
WAP gateway. The connection with the WAP gateway can be based on different
bearers such as GSM circuit-switched connection, GPRS, SMS, USSD, etc.

The first version of WAP phones, called WAP 1.1 phones do not have public key
cryptographic functions for digital signature. However, a combined WAP-SAT
phones will both have a WML browser in the ME and public key functionality in the
SIM. The only problem is the lack of the interface between the browser and the
cryptographic functions on the SIM. The browser is hence not able to invoke the
cryptographic functions necessary for user authentication.

In the WAP 1.2 phone, there will be a Wireless Identity Module (WIM), which
incorporates both the SIM and also local memory in the ME. Public key crypto-
graphic functions and also the user private key can both be stored in the WIM. There
will also be implemented an interface, which allows the browser to communicate
with the cryptographic functions. WAP 1.2 phones will be capable of generating
digital signature according to the PKCS#1 standard [6], but they will not able to
generate an electronic signature according to the PKCS#7 that are required in the
validation process of the signature. It is possible to say that even WAP phones are
not capable to participate in mobile e-commerce by themselves but they need assis-
tance from the system.

5.3 The Mobil ePay

To allow mobile phones to perform digital signature, we introduce a proxy server,
called Mobile ePay. The Mobile ePay is responsible to perform on behalf of the
mobile phones the tasks that the latter are not capable such as:

- Storing the user's certificates
- Generating electronic signature, e.g. PKCS#7 message format from digital

signature, e.g. PKCS#1 format, generated by mobile phones.
- Validating of the merchant's servers

In addition to the security functions the Mobile ePay has also payment functions such
as:

- Prepaid account supporting micro payment
- Interfacing with the systems of the financial institutions
To illustrate the role of the Mobile ePay in our payment system two operations

namely user authentication for WAP 1.1 phones and payment from WAP 1.1 phones
are described.

User authentication
The user authentication as depicted in Figure 3 comprises of the following steps:

1. The user visits a merchant site.
2. The merchant server sends the content to the mobile phone via the WAP gate-

way.
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3. The user wants to authenticate himself toward the merchant. The authentica-
tion request is sent to the WAP gateway, which sends to the Mobile ePay. The Mo-
bile ePay sends it to the merchant server.
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Figure 3 Mobile ePay role in user authentication

4. The merchant server generates an authentication message, e.g. a random num-
ber and sends it to the Mobile ePay, which sends to the SMS-C (Short Message
Center). The SMC-C delivers it to the SIM on the mobile phone.

5. The SIM asks for permission to sign.
6. If the user accepts the SIM performs the signing, i.e. generating a digital sig-

nature in PKCI#1 format.
7. The SIM sends it back to the SMS-C, which sends it to the Mobile ePay.
8. The Mobile ePay generates an electronic signature in PKCS#7 format by using

the received digital signature in PKCS#1 format.
9. The Mobile ePay sends the complete electronic signature to the merchant

server.
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Payment from WAP 1.1 phones
1. The user visits a merchant site.
2. The merchant server sends the content to the mobile phone via the WAP gate-

way.
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Figure 4 Payment from WAP 1.1 phones

3. The user wants to buy. The request is sent to the WAP gateway, which forwards
it to the Mobile ePay. The Mobile ePay delivers it to the merchant server.

4. The merchant server sends an offer to the Mobile ePay.
5. The Mobile ePay sends a request for payment type to the browser via the WAP

gateway
6. The user selects the payment type, e.g. prepaid account, credit cards, etc. and
7. The payment type is sent to the Mobile ePay via the WAP gateway.
8. The Mobile ePay sends the contract to the SIM via the SMS-C.
9. After asking for confirmation from the user, the SIM performs the signing
10. The SIM sends the digital signature back to the Mobile ePay via the SMS-C.
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11. The Mobile ePay executes the necessary transactions according to the payment
type. This may include transactions towards financial institutions in case of payment
by credit card.

12. The Mobile ePay sends a confirmation to the merchant server.
13. The merchant server returns a URL for the continuation of browsing.
14. The mobile ePay generates a receipt and sends it together with the URL for

continuation to the browser via the WAP gateway.
The browser can then continue with the browsing from the received URL. The

shopping is hence completed.

6 Conclusion

In this paper a mobile e-commerce system is presented. Taking into account the
physical and functional limitations that prevent mobile phones from participating to
mobile e-commerce, the system introduces a proxy server that offers the necessary
assistance to mobile phones. In addition to the security functions, the Mobile ePay
also have payment functions such as prepaid account, interface towards financial
systems. With Mobile ePay, the user can perform in a secure way any mobile e-
commerce service such as doing bank transaction, buy goods or services, from mo-
bile phones. The proposed solution is far from being perfect and quite a lot of issues
remain to be done such as time stamping for electronic signature, the relation be-
tween the private public key pair and the user, i.e. how many key pair should the
user have and the relation between key pair and certificates, how many certificates
can be associated to a key pair, etc.

References

1. Visa & Master Card: SET Secure Electronic Transaction Specification - Book One: Busi-
ness Description, version 1.0, May 31, 1997, http://www.setco.org/download.html/#spec

2. Visa & Master Card: SET Secure Electronic Transaction Specification - Book Two: Pro-
grammer's Guide, version 1.0, May 31, 1997, http://www.setco.org/download.html/#spec

3. Visa & Master Card: SET Secure Electronic Transaction Specification - Book Three: For-
mal Protocol Definition, version 1.0, May 31, 1997,
http://www.setco.org/download.html/#spec

4. ETSI: GSM 02.17 V8.0.0 Digital cellular telecommunications system (Phase 2+); Sub-
scriber Identity Modules (SIM); Functional characteristic

5. ETSI: GSM 11.14 Digital cellular telecommunications system (Phase 2+); Specification of
the SIM Application Toolkit for the Subscriber Identity Module - Mobile Equipment (SIM
- ME) Interface

6. RSA Laboratories. PKCS #1: RSA Encryption Standard. Version 1.5, Nov 1993
7. RSA Laboratories. PKCS #7: Cryptographic Message Syntax Standard. Version 1.5, Nov

1993

476 D.V. Thanh



Mobile Electronic Commerce: Emerging Issues

Aphrodite Tsalgatidou1 and Jari Veijalainen2

University of Jyväskylä,
Department of Computer Science and Information Systems/

Information Technology Research Institute,
P.O.Box 35, FIN-40351 JYVÄSKYLÄ, FINLAND

{afrodite,veijalai}@jyu.fi

Abstract. There are many definitions for Mobile Electronic Commerce (M-
Commerce). We define M-Commerce as any type of transaction of an economic
value having at least at one end a mobile terminal and thus using the mobile
telecommunications network. The Wireless Application Protocol (WAP) plays
an important role in m-commerce by optimizing Internet standards for the
constraints of the wireless environment and thus bridging the gap between
Internet and mobile world. Mobile Network Operators can play a major role in
m-commerce by being strategically positioned between customers and
content/service providers. In this paper we investigate the roles the operator can
play in m-commerce and discuss respective problems and emerging issues.

1 Introduction

Internet has made available a wide range of applications and services over the World
Wide Web at a low cost. Millions of users enjoy the benefits accrued by Internet, by
using their desktop computers or portables. At the same time, the number of users of
mobile terminals (phones, PDAs3, and communicators4) is continuously increasing.
The miniature size of mobile terminals and the fact that they can easily fit in a pocket
and carried everywhere makes them an ideal channel for offering personalized and
localized services to the continuously increasing number of mobile users. We define
Mobile electronic commerce (M-Commerce) as any type of transaction of an
economic value having at least at one end a mobile terminal and thus using the mobile
telecommunications network. This means, that E-Commerce transactions performed
by a mobile customer via a fixed terminal (e.g. from a hotel room) or via a portable
computer that is connected to the Internet via a modem and wired network are not
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included in our definition of M-Commerce. The same applies for personal SMS
communication sent by one person to another.

M-Commerce creates new business opportunities for players in the field, like
content and service providers and especially for Mobile Network Operators who can
play a more active role in a m-commerce transaction and become more profitable and
competitive. This paper investigates the role of the mobile network operator in m-
commerce in a number of scenarios, discusses respective billing scenarios and
identifies open issues and problems in the current billing process. The rest of the
paper is organised as follows. Section 2 briefly describes the Wireless Application
Protocol (WAP) [6] which plays an important role in m-commerce. Section 3
describes the participating entities and roles in the m-commerce value chain. Since the
role of the Mobile Network Operator is very important in this value chain, this is
separately discussed in section 4 that examines a number of roles that a Mobile
Network Operator can play in m-commerce. Associated billing issues are discussed in
section 5 that is followed by a discussion on the open issues in section 6. Finally
section 7 concludes the paper.

2 The Wireless Application Protocol (WAP)

The Wireless Application Protocol (WAP) is the de-facto standard for the
presentation and delivery of wireless information and telephony services on mobile
terminals. WAP was developed by the WAP Forum, an industry association founded
by Nokia, Ericsson, Motorola and Unwired Planet in June 1997 with the goal to open
Internet for wireless mobile access by creating a 2G+5 network technology. Today,
WAP Forum comprises over 200 members from all segments of the wireless industry
value chain, including Hewlett Packard, Microsoft, IBM, etc. aiming to ensure
product interoperability and growth of wireless market.

Internet standards such as HTML, HTTP, TLS and TCP are inefficient over mobile
networks as they require large amounts of mainly text-based data to be sent. Standard
HTML content cannot be effectively displayed on the small-sized screens of pocket-
sized mobile terminals and pagers. WAP optimizes these standards for the unique
constraints of the wireless environment, i.e. low bandwidth, high latency and not
stable connection. The WAP Specifications define a lightweight protocol to minimize
bandwidth requirements and to guarantee that a variety of wireless networks can run
WAP applications. The lightweight protocol stack is designed to minimize the
required bandwidth and maximize the number of wireless network types that can
deliver WAP content. Multiple networks can be targeted, these include GSM 900,
1800, 1900 MHz, DECT, TDMA, PCS, FLEX and CDMA. All network technologies
and bearers will also be supported, including SMS, USSD, CSD, CPDP and GPRS.

The interface between the operator’s network and the Internet is realized by the
WAP gateway which includes HTML to WML filters, the HTTPS interface to an
online Web Server as well as interface to the WAP handset via the PSTN and GSM
networks over circuit switched data. Requests from the mobile device are sent as a

                                                          
5 2G+ is an acronym for amended second generation (2G) networks, like WAP.
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URL through the operator’s network to the WAP gateway. Responses are sent from
the web server to the WAP Gateway in HTML which are then translated in WML and
sent to the mobile terminals over WST/WST. The role of the WAP gateway can be
clearly seen in Figure 1.

Figure 1.  The role of WAP Gateway in M-Commerce

In this way WAP establishes the mobile terminal as the trusted, personalised
delivery channel for many kinds of services like financial services, travel services,
information services, news alerts, retailing services, entertainment services and so on.
The penetration of the market by WAP is slowly but steadily increasing the
possibilities and creates challenges and competition among network operators and
service providers in providing a constant stream of new services.

3 Participating entities in M-Commerce Value Chain

The participating entities in an e-commerce transaction depend on the underlying
business model. For example, in Internet e-commerce, if the business model is an e-
shop, e.g. amazon.com, the customer interacts directly with the merchant or service
provider, while in other business models, the intermediaries/brokers or portals, play
an active role in the value chain. There might be also other entities that support a
specific function in the value chain, such as electronic payment, logistics or
distribution, e.g. FedEx [2] or UPS [5]. It is common for a business to use third
parties for specific parts of the value chain (e.g. e-payment), as in this way they can
modernize their operation and offer advanced services to their customers a low cost.

Since we consider mobile terminals as an access technology to Internet, the
structures at the Internet side remain the same and the main entities in M-Commerce
are similar with the entities participating in an Internet Commerce transaction. The
main addition in the participating entities is the Mobile Network Operator.
Furthermore, due to the peculiarities of the mobile e-commerce as regards the
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customer’s needs and the way of accessing the services, a couple of more entities
appear in the value chain and additional roles are assigned. Thus, the main entities in
the m-commerce value chain are the following:
• Customer who is mainly mobile. The place s/he is when the transaction is

initiated can be different from a place s/he is when s/he receives the service, pays
and the transaction is committed. These places can be in different countries or in
the border of countries and the consumption of the services s/he has acquired can
take place in a third country.

• Content/Service Provider who provides specific contents to a customer through
a WAP Gateway which can be hosted at the Mobile Network Operator or though
a portal that can be hosted at the operator’s WAP server or anywhere else.

• Mobile Portals that offer personalized and localized services to customers.
• Mobile Network Operator: The role of the operator is very vital for the mobile

electronic commerce. Depending on where it stands in the whole value chain of
m-commerce, its role can vary from a simple mobile network provider to an
intermediary, portal or trusted third party.

Since the role of the operator can be quite complex and affect also the billing and
payment of m-services, it is separately discussed in the following sections.

4 The Role of the Mobile Network Operator in M-Commerce

M-Commerce brings challenging opportunities for the Mobile Network Operator, the
role of which can vary from very simple and passive to very active and dynamic by
being strategically positioned between customers and content/service providers and
offer portal or trusted third party services.

Figure 2.  The Mobile Network Operator (MNO) in the M-Commerce Value chain
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Figure 2 depicts the various roles of the MNO in relation with the degree of its
involvement in the m-commerce value chain and the degree of the importance of its
role. It seems that the simplest and most passive role that the Mobile Network
Operator (MNO) can play is to just provide the mobile network infrastructure and let
the customer communicate and negotiate directly with the various content/service
providers or other portals (scenario 1). Profits of the MNO come from the offered
wireless connection. In addition to this, the operator can have three escalating roles:
- host a WAP gateway for enabling the exchange of information between a

customer holding a WAP terminal and an Internet merchant who doesn’t provide
WAP compliant contents (scenario 2)

- Act as a portal offering advertising services and providing search facilities while
enabling connection with the content/service provider (scenario 3)

- Act as an intermediary and trusted third party (scenario 4)
The last two scenarios are very interesting and they are analysed in the following.

4.1 The Mobile Network Operator offers Portal Services

Instead of simply facilitating transactions between customers and content providers,
the operator can have an escalated role by providing portal services. In other words,
the operator can act as a portal, facilitating customers to locate appropriate service
providers and at the same time enabling content providers to reach customers via the
operator’s portal. Mobile portals differ from Internet portals, as the needs of mobile
customers and the characteristics of a mobile terminal differ from those of a customer
sitting in front of his/her desktop or portable computer. A mobile portal (m-portal) is
characterized by a greater degree of personalization and localization. Localization
means that a mobile portal should supply information relevant to the current location
of the user. Information requirements may include for example, restaurant bookings,
hotel reservations, nearest petrol station, yellow pages, movie listings and so on.
Personalization applies to any kind of information provided by m-portals including
location-specific information. User’s profile, past behavior, situation and location
should be taken into account for the provision of such personalized and localized
services. Yourwap.com [7] is a representative example of a mobile portal.

Mobile network operators have a number of advantages over other portal players as
they have an existing customer relationship and personal data and they can identify
the location of the subscriber. Usual Internet portals are neither able to incorporate
location-specific information nor do they have the data and knowledge of each
customer that the mobile operator has. In many instances, the ‘traditional’ portal
player knows only an email address that can also be virtual without any information
about customer’s identity. Moreover, the traditional portal doesn’t usually have a
billing relationship with the customer (with the exception of portals like Compuserve
who are also Internet Service Providers). Therefore, it is very natural for a mobile
network operator to offer mobile portal services to its customers and additionally
offer services similar to the ones offered by Internet portals, for example search
services, lists of content and service providers with provided services, products and
prices, respective comparisons, etc. In other words, the operator can be the front end
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for a number of suppliers. The customer in this way can choose the supplier with the
best offer from Quality of Service (QoS) and financial point of view.

The operator can make profit by making special agreements with content/service
providers. Direct contact of the customer with a provider, after the first contact
through the portal, can be allowed or not depending on the operator’s policy.

4.2 Operator acts as an Intermediary/Trusted-Third-Party (TTP)

Figure 3. The role of Telecom Operator has escalated to Intermediary and Trusted Third
Party (TTP)

In this case the role of the operator has been escalated into a more dynamic one in
the m-commerce market and provides whatever a portal provides and in addition:
• Provides bundle services, i.e. provides offers with a combination of various

purchases from different suppliers with discounts. So, for example, if customer
wants to buy product A from supplier X, s/he may find an offer by the Telecom
Operator about two products A and B from different supplier at a lower price.

• Acts as a front- end to the bank, i.e. the customer pays to the operator who, in this
case, is also responsible for payment refund to the customer if the latter is not
satisfied with the products.

• Acts as Trusted Third Party in cases the customer wants to buy a number of
goods from various suppliers that must interoperate. Fulfillment is a critical part
of an e-commerce transaction and essential for building trust relationships with
customers. If the product arrives in bad condition or too late or doesn’t arrive at
all the customer has to be protected and the liability issues must be very clear.
For example, say that a customer wants to buy a digital camera and a computer
from two different suppliers and that the customer requires these two products
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interoperate in order to easily download images from the camera to the computer.
The operator can guarantee properties such as money atomicity and product
atomicity6, i.e. the operator guarantees that the customer pays only if both
products are delivered in good condition and are interoperable. This alleviates the
customer from negotiating with different suppliers and from trying to find
liabilities in case that something goes wrong. The operator is responsible in this
case for the whole billing process, thus the customer pays just the operator who is
then responsible for distributing the money to the IPR7 owners and to the content
providers. Depending on the underlying agreement, some IPR owners may get
paid by the content providers rather than the operators.

The role that the operator eventually plays is dependent on what is allowed by the
relevant legislation. For example, current legislation in Finland doesn’t allow
Telecom Operators to charge for contents/services exceeding a certain amount of
money (60mk). This means, that the operator may need to found subsidiary
companies in order to act as TTP and/or acquire licenses for a bank.

In addition to this role, the Mobile Network Operator can act as Internet Service
Provider. It is clear that the operator can play such a role not only in M-Commerce
but also in Internet Commerce.

5 Billing

Billing of mobile services is a complicated issue. Whom the customer is going to pay?
When? How? How much? For what? How money is going to be distributed among
the operator, service provider, IPR owners, tax administration authority etc.? Here we
examine some of these issues:
- What the customer pays for?

The customer pays for the mobile connection service and the acquired
contents/services/goods received:

1. Billing for the mobile connection service
The customer pays the operator for the connection and/or the transactions or
sessions s/he has performed while connected. This billing can be:

• connection time based: this can be very expensive for the customer, as
in order to get what s/he needs s/he may have to be connected for a long
time to the network.

• transaction based: customer pays according to the number of
transactions8 s/he has performed.

                                                          
6 Money atomicity, product atomicity and other transactional requirements are extensively

discussed in [3,4].
7  IPR = Intellectual Property Rights
8 In WAP and more specifically in the Wireless Transaction Protocol (WTP), a transaction is a

unit of interaction between an Initiator and a Responder. A transaction begins with an invoke
message generated by the Initiator. The Responder becomes involved with a transaction by
receiving the invoke message. In WTP several transaction classes have been defined. The
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• session based: customer pays for a whole session9, irrespectively of the
number of transactions performed

• a combination of the above: customer pays a basic rate for the
connection and for the transactions or sessions s/he has initiated.

2. Billing for the acquired contents/provided service
In addition to the billing for the mobile service, the customer has to pay for the
acquired contents/goods/services. Contents are either provided for free or a
certain fee is charged per acquired content. Services and tangible goods are
always charged. The question that arises here is whom the customer pays for this.
This is discussed next.

- To whom the customer pays?
The customer normally pays:
• The operator for the mobile connection service and
• The service/content provider for the acquired contents/service/goods

Depending on the business model supported by the operator, the customer either
pays the operator for both connection service and the acquired contents/goods or s/he
pays the operator just for the wireless connection and the service provider for the rest.
In the Durlacher’s report [1] it is estimated that in future advertising, sponsoring and
subscription models will also be realised.
- How the money is distributed?
Another important issue in the billing and payment process is the distribution of
money. We assume that the money acquired for a m-commerce transaction has to be
distributed among the mobile operator, the content/service provider and IPR owners
and discuss two different billing scenarios. We note that we do not tackle issues
associated with tax. These are not simple especially when the participants of m-
mobile transactions (i.e. customer, content provider, operator, IPR owners, etc.) are in
different countries. Some of the taxation issues are defined by European Union’s
legislation, while others depend on national legislation.
• 1st Billing Scenario:

The customer pays directly the operator for the connection time used and for the
content/service acquired. The operator then distributes the money to the content
provider who subsequently is responsible for giving the corresponding amount to the
IPR owners. The operator can also make profit by holding some percentage of the
money per committed transaction and send the rest to the content provider or get a
monthly fee from the content provider depending on the number of committed
transactions.
• 2nd Billing Scenario:
The customer pays directly to the operator only for the connection time and then pays
directly the content provider for the acquired contents/service. In this case, the

                                                                                                                                     
invoke message identifies the type of transaction requested which defines the action required
to complete the transaction.

9 In WAP and more precisely in the Wireless Session Protocol (WSP), a session is a long-lived
communication context established between two programs for the purpose of transactions
and typed data transfer.
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service/content provider is again responsible for paying the appropriate fees to IPR
owners.

6 Discussion

The role that the operator can play depends a lot from the current legislation. For
example, in Finland, operators can not charge services more than 60FIM. The
rationale for this is that since the customer pays the operator monthly or bi-monthly,
the operator would play the role of a credit bank. This means that the operators need
to found new companies to play more dynamic roles, like Trusted Third Parties and
gain more profit, as we have also mentioned before.

Most portals run by the mobile network operators, like Sonera and Radiolinja
(Finland), Telia (Sweden), Telenor Mobil (Norway), Orange and Vodafone (UK),
have limited the access to their own subscribers. It is expected that sooner or later
they will open their portals to customers of other networks too. This is very important,
otherwise m-commerce becomes problematic from many points of view. If for
example Sonera’s and Radiolinja’s portals can only be accessed by their customers,
what is going to happen with ‘roaming’ customers, i.e. customers coming to Finland
from Greece with Greek mobiles. Will they be able to access any Finnish portal? If
not, the location-based services are of no use for ‘roaming’ customers. Further
problems that have to be resolved are related with the billing of ‘roaming’ customers.
Will they pay their ‘home’ operator for services received in another country?

Other issues have to do with the pricing of services which should be known to the
customer before acquiring any content or service, in order to avoid unpleasant
surprises. Also, should the customer pay for the connection if s/he didn’t receive any
contents? At the moment this is the case, and operators have the first complains by
customers who have been charged for the connection while trying to acquire a service
without any success.

What about the language? For example, at the moment, Sonera’s portal is only in
Finnish. This means that Sonera’s WAP solution is useless for non Finnish speaking
people.

Furthermore, some operators do not allow their customers to directly contact any
other portals or content providers. All communication goes through the operator’s
portal. This restricts the customer’s options.

These are some of the issues which are open at the moment and require further
investigation and cooperation between Telecom Operators.

7 Conclusion

The potentials of m-commerce are enormous. Mobile terminals seem to be the ideal
channel for offering personalized and location-based services as well as for one-to-
one marketing. Other very popular applications are mobile advertising, mobile
financial services (stock exchange, bank payments, insurance services), mobile
entertainment, emails based on SMS and alert services to mention a few.
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Regarding the m-terminals, PDAs and smart phones including a WAP
microbrowser for wireless Internet access are becoming very popular. We will soon
have a wide range of mobile terminals from simple voice terminals to multi-purpose
terminals incorporating MP-3 player or video player that can handle in parallel voice,
data and video services, depending on customer demand.

The mobile network operators have a competitive advantage in the m-commerce
market due to the fact that they possess information about customers, they have an
established billing relationship with them and they can easily locate the subscriber’s
geographical location. Thus, location-based services such as advertising, shopping,
reservations and information provisioning can be easily offered. Also, they can be
strategically positioned between content/service providers and subscribers and have
an upgraded role in the m-commerce value chain by acting as mobile portals or
information brokerage. They can also play the role of Internet service provider and
even acquire a bank or a banking license and play the role of a Trusted Third Party. It
is very likely that operators will keep only mobile voice services and found subsidiary
companies for the mobile portal services in order to comply with existing legislation
and also because of the different business models required for serving respective
demands. In this paper we investigated some of the roles that that the mobile network
operator can play and discussed associated issues. A more extensive discussion on the
associated business, legal and technical issues as well as on transactional aspects may
be found in [4].

At the moment there is still a small number of applications and content available,
the WAP phones are not widely available and the call set-up time is too long. But,
there is a lot of work going on by many industries, network operators and software
providers and, it is estimated that, at the beginning of 2002, as GPRS10 start to
become more widespread, m-commerce will start to take off on a larger scale [1].
However, in order for m-commerce to flourish, related business and legal issues
should also be resolved.
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